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Executive Summary

The economics of electricity storage are currently in the focus of research, by
academics, utilities, potential investors as well as policy makers. The present document
is the result of the analysis of more than 200 publications on that subject. It aims at
presenting the “state of the art” regarding research on the economics of electricity
storage. Three particular aspects are given attention to: the methodologies used, the
profitability results obtained and the impact of regulation on storage economics.

Assessing the economics of storage generally implies developing and using models.
Many researches use “engineering models”, assessing storage through market data,
without assessing its impact on the system. These approaches require less data and less
complex modelling than “system approaches” that are used to assess real investment
projects, or study long term system evolutions. Both approaches are complementary, as
one answers the question from an investor’s point of view, in a given regulatory context,
and the other answers the question of the interest of storage to increase social welfare.

There is no universal answer on whether storage is a profitable investment or adds
value to a system. Recent engineering studies seem pessimistic regarding the possibility
to earn sufficient revenues in power and reserve markets in order to pay back the
significant investments. A number of value pools have been identified in addition to
arbitrage and reserve market case.

A comprehensive and consistent assessment of cross value chain value of storage has
not yet been performed for many market situations; however publications on specific
combinations can be found.

System studies provide an even larger bandwidth of results than engineering studies.
While storage value has been identified in many cases, a negative impact is also possible
if the deployment of storage requires additional investment in grid or generation assets.

All attempts at storage valuation require making assumptions on storage regulation.
This may range from fees and technical rules, ownership questions or fundamental
market regulation. Small technical issues can have a large impact on the viability of
storage. As all current valuation frameworks for large scale storage originate in the
deregulation of the power system, any change will have an impact on storage. Storage
will thus be affected by the upcoming regulatory discussions emerging from the
developments in the power system, such as market design and rules for RES integration
or considerations on ownership and operation of storage devices.

This literature review also includes recommendations for further research. These
should be regarded as a base for discussion.



1 Introduction

This document summarises the results of a joint EDF R&D / JRC-IET research effort
about energy storage. It provides a summary review of current literature on energy
storage with particular attention to its technical and economic evaluation.

The motivation for the literature review originally resulted from the interest of both
organisations in identifying relevant subjects to study in a joint project. As such, it is
intended at providing information for decision makers and scientific advisers of both
organisations as guidance for further research. It is also meant as a document
summarising current issues in the field of electricity storage in Europe. The goal of this
joint study is to identify the most relevant issues electricity storage is facing in the
current European environment, in particular to:

e Understand the current market environment for electricity storage including
drivers and barriers to its deployment as well as the impact of technology
developments

e Identify the methodologies used for assessing storage value as defined by the
fundamental assumptions, the problem definition and the solving strategies

e Define the range of possible regulatory environments which could address the
current challenges for electricity storage

Meeting these goals requires a critical review of previous studies that address the
storage business case from different perspectives and that make use of different
economic approaches. The key trends identified or possible controversies provide
important input for future work. The authors thus aim at identifying literature
providing evidence both supporting and contradicting hypotheses on the value of
electricity storage.

In total, more than 200 publications were reviewed. These include work published by
academic researchers, consultants as well as stakeholder financed studies carried out
by either of the two previous groups. In some occasions, publications were the result of
collaborations of several groups!. Also, we confront the study results with current
stakeholder organisation's position papers.

The scope of the analysis is the European Union (EU). Studies from the US are also
selectively included if deemed relevant to the European context. In particular, the wider
regulatory variety of the US electricity markets makes these worth studying. Moreover,
the analysis is focused on studies published during the last 10 years with a focus on
more recent publications, taking into account the deregulation of power markets and
the integration of significant quantities of renewable energy. The latest publications
included in this review date from May 2013. The appendix provides a more detailed
overview of the literature studied.

No restrictions were applied regarding the electricity value chain steps considered
however studies on the application of generation and trading make up for a large share
of the material reviewed. Transport and distribution issues are nevertheless addressed

1 E.g. the dena II grid study [49] was the result of collaboration between academics, consultants, TSOs published by a
public private partnership.



by a number of recent publications. We addressed all technologies of electricity storage
allowing a back to back conversion (thermal storage is therefore not considered here).

This report is structured in three parts defined by the aspects discussed with some
publications analysed in more than one chapter:

e Areview on the methodologies used in the studies

e The profitability of storage from different perspectives as seen by different
studies

e The impact of regulation on the storage business case

While the second chapter will likely be the starting point for the impatient reader
interested in comparing numerical results, the other chapters are regarded as equally
important by the authors in order to understand the framework within which storage
operation, and consequently valuation, is possible.



2 Methodology of Electricity Storage Assessment

2.1 Motivation for studying methodology

A number of different mathematical models are applied when studying the interactions
of the different parts of the electricity value chain and in particular power generation
and trading. The analysis of the methods used in literature to investigate the role of
storage is a way to have a clear view of what is available today, what has been used
before, and what are the perspectives and coming trends. Our literature review of the
methodologies used was mainly guided by the following three questions:

e Are there generally accepted methodologies to assess the economics of electricity
storage such as for example the methodologies used to study interconnections??

e What are the underlying hypotheses of the most frequently used mathematical
models and how do they limit the results’ validity (as for example: perfect price
forecast, marginal analysis implying that the storage device has no impact on the
prices, etc.)?

e Are there gaps in the subjects studied inherent to the complexity and inadequacy
of models? Does the fact that some subjects are less often studied than others be
related to the fact that the subject is new, or/and technically difficult to model
(e.g. storage services mutualisation)?

Moreover, understanding the methodologies proposed in literature is also a good way
to better understand our own models, as it allows us to evaluate both their adequacy to
our needs (what can we do/not do with these models, are there good methods widely
used that we could adopt?) and their results (can we benchmark them with others, and
what are the differences?).

2.2 Overview on power system modelling approaches

As stated above, analysing the methodologies used to assess the interest of storage is
useful, particularly for stakeholders or investors who wish to have a better
understanding of what models can and cannot tell them. However, in addition to the fact
that power system modelling is a vast world, the language used to describe models and
mathematical techniques often represent an important barrier for people not familiar
with modelling. And as the terms are often used in many different ways by authors, not
getting lost in such a semantic jungle is quite challenging.

Therefore, the objective of the following paragraphs is to provide a brief introduction to
power system modelling, and to present some useful definitions and examples, in order
to help the reader classifying and understanding models.

This is an ambitious task: power system modelling is a very vast world and it is not
always possible to propose a common analysis framework for models dealing with very
different subjects (from modelling voltage variations in grids to modelling the
interactions between players in electricity markets for example). As a result, this report
is only a first step in that direction and aims at creating a basis for discussion.

2See e.g. ENTSO-E’s paper on cost benefits analysis [55]: there is a clear vision of the use of market model and
network models to decide which interconnections need to be prioritized
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Figure 1: A semantic jungle of power system modelling terminology

2.2.1 Preliminary definitions

There isn’t a unified definition of the term “model”, as authors tend to propose a
definition that fits to the models they use, and that is not always broad enough. A model
is “something” that is used to describe, and possibly simulate, a phenomenon, a process,
an activity, etc. Most of the models used in the reviewed literature fall into the category
of “optimisation models”. This type of model generally contains the following elements:

e State / free variables describing the state of the system studied - for example,
frequency level, or generation cost can be state variables.

e Decision variables allowing controlling the system, i.e. to modify state variables -
for example, the level of production can impact the frequency level, and the
generation cost will vary according to the power plants used.

e Sets of constraints on the variables: generally, both state and decision variables
must be contained between boundaries (frequency cannot be negative; power
plants have maximum capacities, etc.).

e Parameters: this is a decision variable whose value is exogenous to the model
(i.e. fixed by the user). For example, the power plants that are available and their
technical characteristics (max/min capacities, heat rates, etc.) can be
parameters. A model should be usable with different sets of data, i.e. different
values of the parameters.

e Objective function(s): these are composed by a function of the decision variables,
and by a constraint on that function’s output. For example, it can be to maintain
the frequency level (function) at 50 Hz (constraint), or to minimise (constraint)
the production cost (function). For a given optimal solution according to an
objective function, i.e. for given values of the state variables, the value of the
decision variables can be obtained.

Running the model with a given objective function and set of parameters/constraints?
consists of solving a given mathematical problem* - the same mathematical problem

3 Using or not using a given constraint can actually be a parameter.



could be solved by using different methods, whose complexity differ according to their
capacity to deal with more or less complex objectives functions & constraints
(linear/non-linear, deterministic/stochastic, etc.).

As mentioned before, many different kinds of models are used to study power systems,
and many terms are used to describe these models, as described in Figure 1. It appears
that these terms can be divided in three categories, as shown in Figure 2:

Some high level
classifications proposed

I Engineermodels
Grunewald,

I System models 2012
Exclusive
categories

I Equilibrium model l

I Optimization model l Ventosa,

2009

I Simulation model l Exclusive
categories

I Fundamental models l

I Agentbased models l

I Financial mathematical models l Most, 2010

I Econometric time-series models l Exclusive
categories

I Game theoretic approaches l

I Simulation tool l

Scenario tool
Equilibrium tool
Top-down tool Connolly,

2010

Non exclusive
categories

Bottom-up tool

Investmentoptimisation tools

I Operation optimisation tools l

Etc.

High level model classifications proposed in literature

Different sorts of problems
formulated within the model

I Deterministic modelling l

I Stochastic modelling l

I Linear problem l

I Non linear problem l

== Non linear objective function

== Non linear constraints

Terms related to the way the problems are written/formulated

Many existing mathematical notions/techniques/concepts

Many solving techniques

I Constrained /unconstrained programming l

Linear/non linear programming

Mixed integer linear programming

Dynamic programming

Scenario trees

Quadratically constrained programming

Real options valuation

Price decomposition

Quantity decomposition

Uhlenbeck Ornstein

Heuristics

I Etc. l

Figure 2: An overview of terms used to describe models and solving techniques - own

depictions

The following paragraphs give further information about each category, but we can
already make an important distinction not always made by authors between the
complexity of the problem’s formulation, and the complexity of the solving technique used.
Indeed, a non-linear problem for example can often be reformulated as a linear
problem, by modifying or removing constraints, or modifying the objective function.
Even though this “reformulation” is a key step in the models, it is not always described
in detail.

4 This mathematical problem is generally called an “optimisation problem”

5 Using classifications from Griinewald [1], Ventosa [151], Most [8], Connolly [67]



2.2.2 Model families

Many authors propose reviews of power systems models, with different scopes and
objectives. A short overview of two of these reviews/classifications is proposed here.

One starting point to classify models can be the system boundary drawn around the
storage, i.e. the level of detail with which the energy system surrounding the storage
(grid, power system, entire energy system) is represented. In this sense, Griinewald et
al. [1], [2] propose a very fundamental distinction between engineering and system
models:

e [Engineering models focus on assessing extensively the techno-economic
performance of one specific technology, in a given system context. Generally,
these models are used by studies that focus on the control and optimisation of a
given storage asset. They aim at assessing, in a given context, how the asset
should be monitored and how profitable it would be.

e System models focus on the behaviour of an entire energy system (be it national,
European, regional, etc.) and seek feasible and least cost solutions (that bring
value to the system as a whole) under certain constraints, for example min cost,
or carbon emission targets. These models aim at providing insights on the
overall benefits provided by storage, i.e. how storage can help reducing the costs
of electricity.

As Griinewald et al. [1] highlight, neither class of model is generally sufficient to give a
clear picture to the policy maker - engineering models being very precise, but often
case specific, and system models being very inclusive, but still unable to adequately
represent all the constraints. The advantages of the developments of high performance
computing might be offset by the fact that system models are getting more and more
complex¢. Bearing that distinction in mind, the authors stress the interest of developing
more system models, focusing on the "system value" of storage.

2.2.3 Formulating of the problem

When stating that a model is deterministic/probabilistic, or linear/non-linear, what is
described is not the way the problem is solved, i.e. how the solution of the optimal
solution is found, but the way the problem is formulated. As these terms are used in
nearly all models’ description, we propose here a reminder of their definition.

Linear vs non-linear problems

Non linearity can appear either in the objective functions or in the constraints. A typical
class of non-linear problems are modified price-taker models? in which the effect of a
dispatch decisions on prices is taken into account, often by a linear relationship

6 Note that not all models are either an engineering or a system model: for example, a model simulating & comparing
the different options available to integrate distributed energy resources, and face the tension/congestion issues
(namely, grid reinforcement, selective curtailment, storage, voltage control, etc.) could be considered as a system
model in that its objective is to find the optimum design to reduce costs, satisfying the operational constraints. But it
is unlikely that this model will be able to give precise insights at a national level, given the diversity of distribution
networks - it has to be applied for each existing context, which would therefore classify this model as an engineering
one. This example highlights the limit of the classification proposed.

7 A price taker approach uses prices as exogenous inputs, and does not modify them.



between power and price making the objective function quadratic in the power, e.g. by
dena [3], He et al. [4], Sioshansi et al. [5].8

In the constraints, a non-linearity can appear if a constraint involves, for example, the
product of two variables (e.g. 1<5A, U <220V, U*I < 1000 AV). An example for this is
given by Benitez et al. [6] in a nonlinear constrained optimisation program of an
electrical grid. In this case, the non-linearity results from the representation of hydro
generation with the power rating being depending on the volume of water in the
reservoir. This leads to quadratic constraints in an otherwise linear problem.

Deterministic vs stochastic problems

As underlined in Wallace and Fleten [7], “stochastic programming in energy models is
not a well-defined topic. [...] Generally, stochastic programming refers to a problem
class and not to the choice of solution procedures”. The authors further mention that
“articles typically mix discussions of models and methods”. We therefore try to separate
the two aspects even though they are often deeply related (some solution procedures
are elaborated to solve one specific problem).

Elaboration on : Mdst and Keles, 2010, A survey of stochastic modelling approaches for liberalised markets
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Figure 3: From deterministic to stochastic models - based on Mdst and Keles [8]

Stochastic models take into account the fact that the future cannot be perfectly
predicted, as some factors (e.g. the unplanned outage of a power plant or the deviation
of actual renewable production from forecasts) are uncontrollable or not fully
predictable by nature (the evolution of these factors is thus called a stochastic process).

8 Some authors also classify models including discrete variables as non-linear problems - e.g. in a model simulating
the dispatching of production units by minimising variable costs, integrating start-up costs introduces a non-
continuous variable: producing one more MWh with a given technology can either cost 'x' or 'x+start-up cost’, thus
the objective function therefore becomes non-linear.



In real life, decisions are not made with a perfect view of the future, and the operator
has to act according to a pre-defined strategy or policy. The point of stochastic
modelling is to propose such strategies?, which implies representing stochastic
processes.

Therefore, a stochastic modelling approach generally implies 2 steps: first, an
optimisation is carried to provide strategies at all the future possible states of the
system; then, a second step consists of applying this strategy to a given scenario
(decisions/actions at every time step). Deterministic approaches on the other hand
directly provide decisions, without the need to define a strategy.

The objective function of a stochastic approach will be:

miny ex{f (x) = E[F(x, w)]}

Or more generally (to include multi stage problems)

miny ex{f (x) = E[F (x(w), )]}
Where
x € R"is the vector of decision variables
w € Qisavector representing the random (stochastic)aspects of the problem
F is the objective function

In other words, the objective is to minimise the expectation of value on the different
scenarios. x(w) reflects the fact that in mutli stages problems, decision at time “t = to”
takes into account the uncertainties not only in t, but also in t > to.

While the objective function of a deterministic approach will be, for each scenario:
min{F (x(w), )}

Where
x € R" is the vector of decision variables
w € Qisavector representing the random (stochastic)aspects of the problem
F is the objective function

In other words, the objective is to minimise the objective function for each scenario
(and then possibly take the expectation, min, max, etc. over all the scenarios). Here,
x(w) reflects the fact that decisions are made with a perfect knowledge of the future.

In order to establish a strategy, scenarios describing possible realisations of a random
parameter (w) need to be constructed (e.g. wind forecasts). The simulation of random
parameters and the construction of the scenarios is a full part of a stochastic modelling
approach, as indicated by Most and Keles [8], in a survey of stochastic modelling
approaches for liberalised markets. The authors distinguish 3 “fields” where stochastic
methods are used.

e Stochastic processes for commodity prices
e Scenario generation and reduction

e Stochastic optimising models for investments decisions.

9 “Another fact, dear to all stochastic programmers, is his pointing out that while deterministic multi period
optimization yields decisions for all periods, a stochastic approach only yields policies or strategies” [7].



In particular, they describe how these models should interact in a coherent modelling
approach, as depicted in Figure 3. Financial models and/or econometric models can be
used to model uncertainties, then scenarios can be developed (prices paths, wind
forecast, etc.), to be fed in fundamental models, either deterministic or stochasticto. Most
and Keles note that it is possible to use in parallel a deterministic model on many
scenarios; this is also a way to take into account the fact that the future is not perfectly
known, and some authors classify this kind of approach as "stochastic".

The advantage of stochastic approaches is that these allow quantifying the “value of
information”, by comparing results obtained with more or less uncertainty (for
example, different qualities of wind prediction). However, the accuracy is not
guaranteed since it depends on the choice and quality of the scenarios elaborated.

2.2.4 Solving techniques

When it comes to determine the behaviour of a system given a particular set of input
variables, some form of optimisation will generally be performed, except for “simulation
models” in which algorithms are used.

One definition [9] describes the optimisation process as follows: “Mathematical
optimisation is the branch of computational science that seeks to answer the question
'What is best?' for problems in which the quality of any answer can be expressed as a
numerical value. Such problems arise in all areas of business, physical, chemical and
biological sciences, engineering, architecture, economics, and management. The range
of techniques available to solve them is nearly as wide".

For stochastic models, the challenge lies in the number of possible combinations. The
mathematical problem resulting the model formulation can therefore be intractable -
hence, methods such as dynamic programming and stochastic optimisation are used, as
described in Figure 4, that gives an overview of some of the most widely used
mathematical techniques to solve stochastic optimisation problems based on Foley et al.
[10].

The term “stochastic programming” refers to a family of stochastic approaches, used
with computers (“programming”). The two main techniques used are “dynamic
programming” and “stochastic optimisation” (also named “stochastic programming”, or
“multi-stage stochastic programming”). We do not provide a detailed presentation of
these techniques. These two approaches each have pros and cons, linked to the
computational requirements needed (calculation time, memory needed). The important
parameters include the length of the optimisation window (number of time steps) and
the number of stochastic parameters (prices, wind prediction, load, etc.)!. The
interested reader can refer to Kleywegt and Shapiro 2000 [11], Wallace and Fleten [7]
for more detail on these methods.

Finally, the resulting mathematic problem can be solved with techniques such as linear
programming (generally with a solver) or alternative approaches such as genetic
algorithms.

10 See Figure 6 for a depiction of deterministic fundamental model, and Figure 7 for a depiction of stochastic
fundamental models.

11 Haesen [31] and Mokrian and Stephen [30] provide good examples on how these parameters impact the results.



Elaboration on : Foley et al, 2010, A strategic review of electricity systems models
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In the two following paragraphs, we use the classification of models in engineering and
system families. While the objective functions, constraints and parameters of the
models used for those two categories of studies are different, the solving techniques
used can be similar.

2.3 Engineering models
These models focus on assessing the techno-economic performance of one specific
technology, in a given system context. This corresponds to the view of a storage
producer trying to maximise its gains.

2.3.1 The price taker approach with perfect forecast

This is the most common method; it means that the possible revenues for storage are
studied, without taking into account the impact of storage on the market. Marginal
analysis can be performed with one or many services (spot arbitrage, reserve markets,
balancing, wind firming, etc.).

The price taker approach involves two strong assumptions:
e The storage’s size is not big enough to modify market prices
e A perfect price forecast window, more or less extended according to the study

The authors usually justify the first hypothesis by the fact that they do not study a
massive or very important penetration of storage in power systems. E.g. Ekman [12]
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highlights “that this simple analysis does not take into account the effect that an
electricity storage system would have on the power price, ie. it is assumed that the
installation is marginal and does not exert any influence on the price level”.

Some authors take price effects into account with the help of feedback functions, in
particular if the object of study is the benefit of a particular storage for power prices
(e.g. dena [3], Sioshansi et al. [13]) or the strategic behaviour of market participants
(Sioshansi. [14] or Schill et al. [15]). So far, only a few authors have studied the critical
storage size (compared to that of the system) that would forbid any marginal analysis.
He et al. [16], perform a numerical analysis of arbitrage using real market bids data of
the French day-ahead market in 2009 thus taking the market clearing explicitly into
account!z,

The second hypothesis (perfect foresight) has been given more attention in literature,
and its impact is well known. E.g. He et al. [17] state that “the main limit of this kind of
valorisation is the fact that the model assumes perfect foresight of market price. The
global profit obtained from the model is therefore overestimated as compared to what can
be captured in reality”. Several authors perform sensitivity analysis: Barthust et al.
[18]13, Sioshansi et al. [13], Drury et al. [19], Connolly et al. [20] by reducing the perfect
forecast window, or using back-casting techniques i.e. defining a dispatch strategy with
historical data, and applying it to the future. These analyses, still based on deterministic
approaches, indicate that around 80 % of the value with long term perfect forecast
could realistically be gained with real operational strategies, by using more or less
complex methods.

Perfect foresight would however be applicable if a storage would not be dispatched by
traders. He et al. [16] propose a coupling of the electricity storage with electricity
markets, i.e. "letting the market operator perform a centralized optimization to decide the
optimal allocation of storage resources over the time and among different actors”1*. This
however implies a strong hypothesis on the future of storage regulation.

In the current environment, the perfect market foresight could be challenged by the
increasing production from renewable energy sources leading to an increasing volatility
of power prices. Some authors explicitly address this increasing volatility by studying
the provision of reserve power along with arbitrage, as for example Deb et al. [21]
Walawalkar et al. [22], Fraunhofer [23], Drury et al. [19] and He et al. [17]. The main
limit of these analyses is that they do not fully take into account the uncertain
interactions between providing energy and ancillary services as remarked by Xi et al.
[24], which means that they tend to overestimate the value of storage.

Some authors compare the suitability of different technologies or combinations thereof.
PNNL [25], Kazempour et al. [26] propose a comparison of PHPs and different batteries.
Drury et al. [19] and Fraunhofer [23] compare the performances of diabatic and
adiabatic CAES. Most of these studies do not take grid tariffs into account, even though it

12 The approach requires the availability of the power market bidding curves for each time step, or sufficient data to
replicate these curves (e.g. size and variable costs of all the biding units).

13 “It was assumed in this paper that the arbitrage prices were known 24 h in advance in a rolling window and the
balancing prices known at market closure. These authors’ prior experience has shown that in certain market conditions,
up to 80% of the full-knowledge value can be obtained using primitive statistical price forecasting techniques.”

14 As for market coupling for interconnection capacities
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presents little modelling complexity and it can have a strong impact on storage
profitability, as highlighted by dena [27] or Nekrassov et al. [28].

It should be noted though that only a few studies are based on extensive datasets (as
discussed in the chapter on storage profitability of this report), even though these
models’ simplicity poses no hurdle.

In conclusion, deterministic & price takers models are still used for an important range
of studies, due to their simplicity of use and design. Such approaches are also used in
investment decision processes as the AEEG, the Italian regulator, uses an approach close
to a price taker with perfect forecast in order to rank storage pilot projects [29].

2.3.2 The price taker approach without perfect forecast (stochastic &
dynamic modelling)

In recent years, a number of authors worked on non-deterministic approaches, or
scenario based deterministic approaches. The objective is to propose realistic
dispatching strategies without a perfect forecast assumption, i.e. facing uncertainty on
the price levels, and also potentially on other parameters such as wind forecasts, gas
prices, demand levels, etc. We separate here the studies dealing with hybrid system
(wind + storage, often with transmission or other quite specific constraints) from stand-
alone storage capturing value on different markets.

The driver for developing such models, mentioned by all the authors thereafter cited, is
that the perfect forecast approach (or deterministic approach) might not be appropriate
in increasingly volatile markets. Thus authors propose approaches based on stochastic
programming, (stochastic) dynamic programming, Monte Carlo simulation, etc.

It should be noted however that to our knowledge, and with regard to the articles
reviewed here, few authors propose a clear view of how their modelss could help
stakeholders improve their valuations of storage. So far, most of the studies proposing
actual results (see the profitability chapter) are based on deterministic methods.
Therefore, it would be interesting to provide answers to questions such as:

e What are the benefits of increasing the models complexity? How different are the
results than with simpler methods?

e Are simpler methods, such as the one described above, still relevant? Can they be
improved with a better knowledge of their limits thanks to punctual more
complex modelling?

e Can the model be used on large sets of data? Or can it be used only on restricted
cases, in order to highlight one specific aspect?

It seems difficult, to provide answers to these questions. We will therefore limit our
present analysis to an introduction to some of the approaches used.

Mokrian and Stephen [30] propose a series of models aiming at maximising the storage
profits on intraday arbitrage. The authors first state that the existing approaches “rely
on deterministic prices - Where the volatility is specifically mentioned, the models once
again optimize over a given historical price profile [...]. None of them model what the plant
would do in an actual market setting using forward looking, dynamic strategies”.

15 Some of which are more proofs of concept than re-usable models.
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Therefore, they propose and compare three different approaches: a first “linear
programming” model is introduced, then a “dynamic programming model” (DP) and
finally a “stochastic programming model” (SP). The results of the three models to
estimate the revenues of storage on an intra-day market are then compared. Based on
this research, Haesen et al. [31] propose a summary of the pros and cons of DP and SP
solving techniques:

e “SP divides the time horizon in several stages. At each stage operation is optimized
based on several price expectation trends and the expected optimal value for future
time stages, introducing recourse in the problem formulation (a scenario tree). The
more stages are introduced, the more profit can be captured at the cost of higher
computational requirements.

e DP on the other hand has no limitation on the number of stages, but does need to
limit the number of operation possibilities (actions) at each stage to overcome the
‘curse of dimensionality’ [3]. A basic prerequisite for DP optimality is that
optimization of future actions is not depending on information of the past, i.e.
choosing the optimal operation is purely forward looking?e. [...] It may not be
compatible with power exchange rules in which day-ahead bids are placed.”

The authors do not conclude on the respective merits of DP and SP approaches. The
results for both methods are indeed different than those obtained with a LP approach
with expected prices, and the differences seem to vary in the 3 different price paths
simulated. It would be interesting to have quantification of these variations, and of how
they could influence investment decisions. An important limitation of this work is that it
only concerns intraday arbitrage, as decisions need to be taken during the day. As of
today however, the most liquid and relevant markets are still the day-ahead markets.

In their conclusion, the authors point out several practical results that contradict other
previous studies (with regard to storage capacity (MWh), storage efficiency, and time
horizon for the optimisation). However, some further work would be interesting to fully
assess the interest of their research, and how it could be further used?.

Xi and Sioshansi [24] note that the existing literature did not address well enough three
issues:

e Most studies do not co-optimise multiple storage uses. Multi stream valuation is
often proposed, but through the use of strong hypotheses without real co-
optimisation of the revenues,

e The effects of price and system uncertainty are often neglected in storage
analyses, and

e Most storage analyses focus on utility scale storage, even though smaller scale
storage is becoming an attractive option.

Therefore, the authors propose a “stochastic dynamic programming model for co-
optimisation of distributed energy storage”. Their paper [24] proposes a very clear

16 [n other words, prices can only be simulated through a Markov process, i.e. futures prices estimates will not use the
prices seen during the previous hour, but only the hour when the new prediction is made, which is an important
limitation.

17 The authors also mention the fact that their framework is amenable to multiple revenues (but no further published
work is available to our knowledge)
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presentation of the models and of the assumptions used, which could allow replicating
their approach. The problem is solved in two stages?®. A use case combining up to four
services (arbitrage, regulation, distribution relief and back-up) is then studied, using
2009 PJM data over one week. The main conclusion of the authors concerns the
occurrence of trade-off between services when they are jointly optimised. It is not said
however if this modelling approach can be used to study multiple markets over a larger
time scale, i.e. if their approach is applicable to larger use cases.

Keles et al. [32] , while also stating that “none of the [previous] approaches takes into
account the price dynamics of a long period and their stochastic volatility” use a
different modelling approach. It consists of a deterministic optimisation model, and on a
financial mathematical model : the core of the model is still based on an optimisation
problem with a perfect price forecast, but the optimisation is done on 1000 prices paths
(Monte Carlo simulation), generated via a stochastic process. Keles et al. [32] conclude
by stressing the fact that gas and CO2 prices should also be modelled using stochastic
processes. Also, the authors note that “ongoing and further future work should
concentrate on the formulation of a stochastic optimization model instead of the time-
consuming Monte Carlo simulation with 1000 optimizing runs, which takes nearly eight
hours for this single plant evaluation [...]. A scenario tree can be generated out of the 1000
price paths and incorporated into a stochastic optimization model or stochastic dynamic
programming model. In this case it is not necessary to run the optimization model
thousands of times, and it can be run with a smaller dimension due to the reduced
stochastic tree”.

In a similar approach, Griinewald [2] proposes an analysis over 6 years, also with non-
historical prices, as in Keles et al. [32]. In this case, the price paths are constructed with
a model providing hourly electricity prices, with a simplified representation of a
competitive electricity market20. On a second step, a deterministic optimisation problem
is used to perform arbitrage. With this method, Griinewald then performs several
interesting analyses, as the impact of more wind production for storage, or on the
interest of a capacity market mechanism. The two last examples indicate that this
method could be extended to the study of large use cases (though with high
computational time).

Finally, Qin et al. [33] note that the control and optimisation of storage in a spot market
could in theory be assessed through “naive Monte Carlo approach, [..] but that the
important number of scenarios needed would imply very high computational time” as
already stressed before. Therefore, the authors review other numerical approaches
such as scenario selection, approximate dynamic programming, and parametric linear
programming. Then an analytical solution is proposed for the storage operation
problem - this work seems interesting and innovative, as the optimal control rule
consist only “in comparing the current price with a pre calculated threshold value to
decide how to buy and to sell”. More work is needed on such approaches, as analytical

18 Parameters, state variables, decision (action) variables, exogenous variables, state-transition function, constraints
and objective function.

19 First, discretization of exogenous and state variables allows solving the discretized SDP using backward induction,
then a mixed-integer program in which the value of the true SDP is approximated

20 The model uses rather detailed data, for the demand profiles and renewable production) - according to the
demand addressed to the thermal parc, prices are high or low (if wind production increases, prices are more volatile).
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approaches generally require strong hypotheses (e.g. uncertainties can be modelled
through Gaussian laws).

In conclusion, Monte Carlo approaches are used by modellers as a pragmatic
intermediary between more complex mathematical models, and deterministic
approaches on historical prices

2.3.3 Modelling of hybrid storage systems

Another sub category of models is used in studies proposing strategies to optimise the
dispatch of a storage jointly with an intermittent energy resource, such as wind or solar.
These models are often extensions of the price taker approaches described above,
generally with one more stochastic variable (such as wind). The attention of these
studies often resides in either the wind forecasting technique, or in the consideration of
specific constraints (limited cable size, local load to satisfy, etc.).

A few typical examples of such papers are Korpas et al. 2003 [34], Howell et al. 2009
[35], Arsie et at [36], Barton and Infield [37], Deb [21], EPRI [38], Garcia Gonzales [39],
Hessami [40]. Very specific constraints are also studied by Denholm and Sioshansi [41]
(interest of storage for limiting the size of a cable between a wind farm and the grid, and
analysis of the trade-off between fewer arbitrage possibilities and fewer grid cost) and
by Loisel et al. [42] [43].

2.3.4 Services mutualisation

As described in Chapter 3 of this report, providing only one service with a storage
device can be unprofitable in most market situations. A number of authors therefore
study how to deliver more than one service in order to construct profitable business
models for storage. This is challenging from both the technical point of view (how to
dispatch storage according to different objective functions?) and from the economical
point of view, as mutualisation services generally imply a trade-off, and the investor
needs to optimise the storage operation. Also, regulatory issues might need to be
addressed the storage is to deliver services to different segments of the unbundled
energy system as described in Chapter 4 of this report.

For bulk storage, typical combinations studied are arbitrage combined with reserve
power (Drury et al. [19], Fraunhofer [23], Walawalkar [22], Sioshansi et al. [5]) and
arbitrage combined with congestion management (e.g. Black and Strbac [44], Denholm
et al. [41], Loisel et al. [42]). An exhaustive list of services including some possible
combinations is identified by EPRI [38] and SANDIA [45].

Even more combinations seem possible for distributed storage. Delille et al. [46] [47]
systematically derive a matrix (the dimensions being the location of the storage in the
grid and the services) of possible use cases. A list of more than twenty services is
established, along with the potential storage technologies suited to deliver the services
and a list of the places where a storage device could be located on distribution grids.
Combining lists and matrices allows proposing possible services combinations for a
given technology at a given place. This work focused mainly on distribution
applications, but could be expanded to the whole power system. The applications are
not valued in this work, but the matrices can be used to rank use cases to model.

Loevenbruck [48] studies the effect of competitive requests on a storage device. Two
sets of services are assessed: (i) voltage smoothing, investment deferral and arbitrage,
(ii) primary frequency regulation, grid investment deferral and arbitrage as another.
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The interest of this research is that the values obtained with the different services are
not calculated separately: one service is prioritised, and the others are provided taking
into account one more constraint (the use of storage for the main service).

He et al. [4] propose a novel business model for aggregating the values of electricity
storage, through a system of three successive auctions that allow different actors to use
storage, with a given profile. The model itself therefore consists of three sequential
optimisation problems, each integrating as constraints the utilisation curve proposed by
the formerly accepted auctions. It uses a simple price taker approach for each of the
auctions thus the auctions themselves are not modelled?.. In another paper, He et al.
[17] also focus on services mutualisation, with a multi-stream value assessment on the
French energy market - the three services provided concern three different time
horizons (year ahead, day ahead and intraday), which also allows to perform three
successive optimisation problems. This work could be compared with other models
using a co-optimisation of the services, instead of a sequential process.

2.4 System models

System studies usually aim at finding a least cost solution for the supply of energy
services under a number of constraints which could be policies (e.g. RES-E targets,
climate goals, the possibility of using nuclear energy) or infrastructure limitations. The
system benefits are determined by comparing model sensitivities with different storage
penetrations. System models typically do not aim at modelling an individual actor’s
behaviourz.

A number of factors are exogenous to a system model such as demand, commodity
prices; possibly those exogenous variables are themselves the output of other models.
The power generation portfolio might be either exogenously given such as assumed by
Connolly [20] for the Irish system or result from an optimisation model (e.g. the studies
by dena on transport grids [49] and on RES Integration [50], Strbac et al. [51]). The
regional scope varies between one country, larger regions (e.g. 2050 Roadmap [52],
EURELECTRIC PowerChoices [53]) or the world energy system (e.g. [EA World Energy
Outlook [54] 23).

Thus, system studies significantly vary in the sector boundaries, in their objectives and
in their structure. The following cases can be distinguished:

e [Energy system models (modelling the energy system - TIMES models often fall in
this category)

e Market models (as defined by ENTSO-E [55]) - these correspond to models
focusing on the demand-supply-equilibrium, and generally use simplified
assumptions for representing the grid (often “single node” representations)

e Network models (as defined by ENTSO-E [55] - these correspond to models
focusing on networks management, and generally focusing on a restricted
number of time steps

21 This could be subject to further research,

22 They assume that if there is a market, then there is perfect competition, and that therefore actors will behave in the
way that their interest brings a benefit to the system

23 As none of the widely known regional system studies provide sufficient details on their respective modelling of
storage, they are not further discussed within this report.
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e Other system approaches (distribution network studies, islanded systems)

The boundary between market and network models is not always clear. Ideally, a
“power system model” should be both a market and a network model, and some studies
give insights on both the generation and networks needs with a single model, as for
example Strbac et al. 2012 [51], VDE 2012 [56].

2.4.1 Modelling storage in whole energy systems

Energy system models are typically used for studying national, regional or global energy
policy options. They represent a country's or region's entire energy system including
power generation, transport, industry and heating, possibly over longer time periods
including the decommissioning and replacement of assets.

Figure 5 provides a schematic illustration of what an energy system model can be, and
of the solving method of these models (generally, a deterministic optimisation is
carried, for one or several scenarios, through the help of mixed integer linear
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Figure 5 : Schematic structure of an energy model

In the context of energy storage, these approaches allow studying cross sector impacts
such as between electricity generation and heat (e.g. thermal storage heat pumps) or
mobility (E-vehicles). However, so far, these tools include little possibility to model
storage.

The key limiting factor is linked to the aggregated representation of the electrical power
system, without an hourly time step resolution. For example, the TIMES PanEU model
(Universitat Stuttgart [57]) uses 12 time slices per year (4 seasonal, 3 day levels) - the
model described by Remme 2006 [58] contains 16 time steps (4 seasonal, two week and
two day level, see. Figure 6 left).

In practice, in TIMES models, for each time slice, three inputs can be used, as highlighted
in Figure 6 (right) extracted from [58] : an average load per time slice (giving a vision of
the energy demand in GWh per time slice), a peak load (vision of the demand in GW)
and possibly a secure capacity (also giving a vision of the demand in GW). Therefore, it
is possible to propose approaches taking into account the impact of storage, by
modifying say the data “peak load” or “secure capacity” for each time slice. This implies
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using strong assumptions defined beforehand, and is the main limitation of “energy
models” when studying storage, as pointed out by Griinewald [1]2+.
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Figure 6 : Illustration of the time resolution of a Times model - figures extracted from
[58]
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Of the studies reviewed, only Connolly [20] uses an energy system model, however
without fully modelling the non-electricity sectors.

2.4.2 Market models

Market models aim at optimising parts or the whole of the power generation value chain
i.e. power generation, trade transmission, distribution and possibly end use of
electricity.

Models for generation scheduling and power flow can be coupled including storage in
one or several value chain steps, but the objective of these models is not to provide
detailed analyses of the network (see next section). Thus, the level of detail for a power
flow calculation varies between studies, from a few regions with some interconnection
capacity as used by Strbac et al. [51] (this work also includes a simplified representation
of the distribution level) to a detailed node by node grid flow calculation, e.g. by VDE
[56]. On the distribution and end use level, power flows and storage dispatch are
usually modelled making assumptions of some "average region" rather than for every
node (dena 2012 [59], Strbac 2012 [51]) and often analyse only one snapshot (peak
demand or peak day). The "downstream" benefits of storage thus always represent
some aggregated value for e.g. a representative customer while the "upstream" benefits
can be quantified for a particular asset as e.g. in [3].

These models can be very complex, non-linear and non-continuous, according to the
constraints that are taken into account. The number of variables can increase rapidly,
leading to high computational time, often requiring some HPC2s capacity, particularly in
stochastic approaches using a high number of scenarios to represent the uncertainty of
wind, load, outages, etc. The amount of data needed is also an important challenge.

24 “System models, such as MARKAL, Energy Technologies Institute (ETI) ESME model or the DECC2050 accounting framework, do
attempt to include storage. However, they fail to represent storage adequately due to their lack of temporal resolution or limited ability
to capture balancing requirements with respect to alternative balancing options”. In other words, they do not represent the
contribution of storage to short term flexibility (intra-day and intra-hourly balancing).

25 High Performance Computing
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Thus, not many studies follow an approach consisting of representing large
interconnected systems, from technical constraints of the power plants to the
consumption, and including some form of storage.

Figure 7 proposes an example of how a power system model can be structured. The grid
representation is not shown explicitly here, as it can vary from one model to another.
Also, investments (generation & network) are not endogenously modelled in the
example, as this feature is not encountered in all models. Two main differences
compared with the energy system models previously introduced can appear.

Firstly, power system models can include a form of stochastic modelling - as explained
in chapter 2.2.3. This implies using scenarios (e.g. based on historical production
profiles), and then elaborating a strategy to face the uncertainties of each scenario, as
indicated below in the step 1 “optimisation” (thus the objective function is to minimise
the system costs expectation for all scenarios)zs. The second step of the model generally
consists of a well-known linear optimisation, more or less complex according to the
constraints modelled.

Secondly, the time resolution is much higher, hourly or lower. This allows studying
properly the variations of load and non-dispatchable production.
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Figure 7 : Schematic structure of a power system model (example)

The studies using such models can have two objectives: assessing real project, or
analysing the implication of future changes on the system (ex: more renewable
production). The following paragraphs present each aspect more into detail.

26 n practice, “elaborating a strategy” generally corresponds to “calculating water values”. Poyry [153] follows a two-
step approach: a first model (BID) calculates water values while a second one (Zephir) realises the dispatch. The
SDDP [154] model is used to represent systems with a large number of hydro plants (using stochastic dual dynamic
programming). Another example is the continental model developed by EDF [62].
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Assessing real storage projects

Among the actors following such an approach, TSOs might be the most prominent to be
cited, as they to assess the need for network re-enforcement and interconnections. Both
network models (providing for a few chosen hours optimal power flows respecting the
N-1 security rule, and estimating the costs of re-dispatching when the network is
saturated) and market models (simulating one or many year with an hourly resolution,
and a simplified representation of the network, with interconnected copper-plate
zones) are used. Utilities also use market models to evaluate the economics of their
investment projects which requires to understand the evolution of the power markets,
but utility led analysis (along with the models used) present a high strategic interest,
and are therefore rarely published.

The models developed and used by TSOs are thus better suited for providing a public
reference. But as storage is generally not a regulated asset, little information is available
on the modelling of storage in their models. Recently though, the European Commission
has asked ENTSO-E to provide a detailed presentation of the “Cost Benefit Analysis”
methodology that will be used to select projects within the PCI framework?? [55] - the
methodology should apply to all infrastructure projects, including storage, and an annex
specifically deals with it. Both the Florence School of Regulation (THINK 2013 [60]) and
the European Association for Storage of Energy (EASE 2013 [61]) commented on this
document. From the modelling point of view, EASE 2013 mentions two points that are
particularly relevant in our analysis.

Firstly, EASE insists on the fact that existing market and network models do not always
include a proper representation of storage, and that therefore the modelling approach
and assumptions that will be used by ENTSO-E for storage should be well detailedzs.

Secondly, EASE notes that “the [gross] socio economic welfare proposed does not include
the system cost diminutions linked to the avoided fixed costs in generation”. In other
words, the modelling approach used by ENTSO-E so far does not include an endogenous
investment module, even though the impact of storage (and of interconnections) on the
need for thermal power is important (see for example Strbac et al. 2012 [51] for
storage’s impact on thermal capacity need, and Rebours 2010 [62] for
interconnections).

Therefore, some more development of these market and networks models should come
in future years, to better deal with storage and improve the assessment of its value for
the system. The review by Foley et al. 2010 [10] on electrical system models concludes
that “a clear challenge for electricity systems models is the proper consideration of
ancillary services, the grid and energy storage systems such as PHES and CAES” and that
some well-established system model developers are now working to integrate storagez°.

27 Project of Common Interest - The document presents the general method adopted to calculate the indicators that
the European Commission will use to rate projects. This methodology is also the one used to provide the Ten Year
Network Development Plans (TYNDP)

28 “EASE is well aware that modelling storage in market and network models can be challenging - the modelling
assumptions made can have a strong impact on the results. In particular, the results obtained with deterministic
approach can be very different than those obtained with a stochastic approach. [...] The models used to perform the CBA
should be described in details, in order to allow stakeholders understanding the results [...].Storage can provide more
services than interconnections. In particular, services linked to ancillary services and power quality should be taken into
account in the CBA approach - there again, the associated features in the models should be described in detail.”

29 For example: “Currently, EMCAS is being expanded to include energy storage” [10]
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This development could profit from an in depth exchange between stakeholders, in
order to share good practices and ideas - this literature review intends to serve as a
contribution to this.

Assessing the impact of storage on evolving and future energy systems

These studies often focus on a specific country and use a rather limited number of
scenarios to represent the uncertainty of load and renewable generation. The models
used are not always described in detail in the publications, as they can be quite complex
- it is therefore often difficult to understand and fully appreciate all the results. The
interest of studying these models, in addition to those used by the TSOs, is that some of
them have features that are not used so far in TSO’s models such as e.g. the endogenous
capability to make investment decisions Also, academic studies often focus on more
extreme scenarios than TSOs, as for example systems with 100 % RES supply - the
models used for this kind of studies might be specific.

Studies providing endogenous investment modules are particularly interesting, as they
can predict the evolution of systems under given circumstances (e.g. commodity prices,
COZ2 caps, RES targets) as opposed to normative scenarios (such as a 100% RES system).
This task is complex, as optimal states can be defined for production, transmission,
storage, etc. The number of variables can therefore be very high, and the computational
time also.

The model in Swider [63] minimises costs, as a function of available generation and
transmission capacity, primary energy prices, plant characteristics and demand.
Constraints such as reduced efficiency for part loaded power plants and start-up costs
are taken into account. Swider underlines that his model takes into account three
aspects often not considered: “endogenous investment in selected thermal technologies
and CAES, stochastic representation of wind power technology and reserve requirements
based on a given reliability margin”. This model has been applied to a use case based on
the German power system, over 20 years. Interconnections are not taken into account,
and therefore not optimised.

Strbac et al. [51] propose a model seemingly quite similar, on a broader study and based
on the extension of a former model (presented in Black et al. [64]). The authors indicate
that their model takes into account all the segments of the electricity value chain, from
production to distribution, and endogenously makes investments in transmission,
distribution, interconnections, generation and storage. Different years are simulated
(2020, 2030, 2050), and a stochastic representation of wind is used, based on Howell et
al. 2009 [35]. Griinewald et al. [1], describing the model used by Strbac et al. [51], state
that “for the first time, the system value of storage, expressed as the savings potential in
capital and operating costs across the system, can be estimated numerically”, whereas
previous “system models” failed to represent storage adequately due to “their lack of
temporal resolution or limited ability to capture balancing requirements”. The term
“adequately” used by Griinewald here could be subject to discussion, as what is an
adequate representation of storage is still an unsettled question. There is still, for
example, no clear vision to what are the boundaries of storage, whether it can be used
simultaneously to provide many services to all the electricity value chain stakeholders,
or rather if it should be restricted to one (or some few selected) service(s) at a time.
Furthermore, the representation proposed by Strbac et al. also uses assumptions
reducing its “adequacy” as e.g.:
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e The representation of the transmission system consists of dividing the system in
4 copper plates instead of one - the results of this approach ought to be
compared with detailed Optimal Power Flow (OPF) model with a more detailed
representation of the transmission network.

e Assumptions about the interconnections between the UK and Europe need to be
quite strong (or somehow arbitrary), as the continental European system is not
modelled

e The model used to represent distribution grids is based on statistically
representative networks that need to be validated by other studies

¢ Demand and wind data is based on a single year rather than longer time periods
thus limits the statistical robustness of the model.

Also, little information is available on the computation time needed which is a limitation
to the analysis we provide here. In particular it would be interesting to understand if it
would be possible to apply the model to the whole European power system. The work
conducted by Strbac in 2012, though innovative from the modelling point of view, needs
to be validated by other studies.

During the last years the results of many power system studies were published for the
German system: of those the dena II grid study [49], the dena RES integration study [59]
and the dena distribution grid study [59] are the most prominent; the dena 2008 [27]
and dena 2010 [3] pumped hydro storage studies, are also worth mentioning in this
context. All of these were commissioned by the German Energy Agency.

In the following paragraphs, we cite some other studies using detailed bottom up
representations of the system that provide interesting insights on the modelling
complexity.

The EnergyPLAN model has been used in a number of studies, as e.g. by Salgi et al. [65],
Lund [66], Connoly et al. [20], [67]. The model has been used so far for rather small
systems (Denmark, Ireland). Among the interesting methodological points studied with
EnergyPLAN, Salgi documents an assumption that is very often used in such power
system models: “The model [...] aggregates all units in each type in the modelled region
into one unit with average properties. This means that the differences between the single
units [...] are not considered.” This allows reducing computational time by an important
factor, and is used in most models (see e.g. Strbac et al. [51], Rebours [62]). According to
Salgi, such an assumption has little effect on the results3o.

The approach by Tuohy and O’Malley [68] is interesting as the bottom up
representation of the system does not only take into account the variability of wind, but
also its uncertainty, through a stochastic representation of wind and a stochastic unit
commitment model3! (see step 2 in Figure 7, the commitment model is generally based

30 “The inaccuracy caused by the aggregation has been evaluated by testing the effect of replacing the single CHP unit
with ten different interconnected units, each with properties related to actual Danish plants with differences in size,
amount of heat storage, etc. The differences between these two situations were found to correspond to changes in the
specifications for the CHP unit of approximately 3%, and such differences are now being compensated for in the
EnergyPLAN model”.

31 “The model has an hourly resolution, with planning done for the next 36 h on a rolling basis. Primary reserve [...], is
estimated based on the largest in-feed to the system and the forecasted wind power production. Primary reserve varies
depending on the largest online unit and the amount of wind forecasted; the largest in-feed possible is 420 MW, and
additional reserve for wind and load forecast errors can range from close to 0 MW (with little or no wind) to
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on a deterministic optimisation). This work highlights the importance of a good
representation of reserves in such models. Similarly, Black et al. [44], in studies on the
UK system, focus on the provision of reserves with storage.

“Simplified” representation of electrical systems

Most of the system models require a large amount of detailed data describing all
elements of the system (e.g. power plants, nodes of the power grid, geographically
disaggregated generation and demand) and as a result of the complexity, long
calculation times. The studies are therefore often only applicable to a rather limiter
perimeter (e.g. a specific country). Some authors use models allowing studying very
large perimeters, both geographical and temporal. These approaches could be classified
as “simplified”, as they require less data (mainly power demand and RES production)
and are based on strong assumptions (no unit commitment module, copperplates, very
few conventional technologies, little constraints considered, etc.).
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Figure 8 : Schematic structure of a possible simplified system model

For example, Nyamdash et al. [69] uses three input parameters: 2006 Irish system
marginal prices, demand profiles and wind generation data. Perfect forecast of wind and
load are assumed, and the operation of storage is purely price driven. The information
is used to build a net load duration curve. The optimal mix to satisfy the load is then
derived from duration curves, with varying amounts of wind and storage. By comparing
cases with and without storage, the benefits for the system are quantified in a rather
simple way.

Heide et al. [70] [71] and other related papers use a similar approach but without the
use of market prices to deduce the use of storage, and on a larger scale, as they study a
European system with 100 % RES production. Europe is represented as a copper plate,
with a given annual consumption (3130 TWh/a, 8 years of data of load factors); RES
production is modelled in detail, with a 47 km x 48 km resolution, hourly data. 2020
targets are used for a rough distribution of wind & PV for countries, and enough wind
and/or solar is added to produce enough energy to meet the load. The need for storage
and/or back-up capacity is then estimated, by comparing for each hour the difference
between load and RES production, as illustrated in Figure 8. The required storage
capacity is estimated with different level of RES production, up to an over production of
50 % (the RES annual production amounts to 150 % of the annual energy

approximately 100 MW”
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consumption), which means that a large part of RES production is not used, and thus
storage requirements are less important.

Steinke et al. [72] uses a similar approach, but includes an innovative though simplified
representation of network constraints. Europe is divided in copper plates of different
radius (from 25 km to 3000 km). Storage is represented by the time during which it
could satisfy one hour of European consumption. Wind and solar load factors are
available for 50 km? areas, and for 8 years. The need for back up is estimated as in Heide
et al., with different network constraints, different levels of, storage, and for different
RES portfolios (wind vs solar). System costs are also quantified.

These last two approaches are useful to provide a vision of the long term evolution of
the system, up to 2050. It would be interesting to compare the results obtained from the
simplified models developed by Heide et al. and Steinke et al. with those obtained from
more complex models, including a representation of the power market. Such a
benchmark would allow quantifying the validity domain of simplified approaches. Other
research using similar “simplified” methods are proposed by Esteban [73](100 % RES
system in Japan), Pearre and Swan [74] (RES and ES to permit retirement of coal-fired
generators in Nova Scotia), Grinewald [75] [2] (net demand with a simplified
representation of conventional technologies and a simple storage dispatching strategy)
and Budischak et al. [76](100 % RES supply in the USA).

Pseudo system models:

Engineering models with market feedback use a modified price taker approach taking
into account how dispatch decisions affect power prices. All system knowledge is
reduced to the price effect which is derived from correlations between historic
(residual) load and power prices. This approach is used by Sioshansi et al. [13], He et al.
[4], and dena [3]. Adding feedback to the price taker effect thus allows a fast
quantification of storage that is not yet in the market,

2.4.3 Network models

Network models can also be dispatching models, but their main focus is to model the
flows in the grid, based on Kirchhoff’'s laws and on a detailed representation of the
system (line by line). The interest of these models is to study congestions on grids, and
how these can be relieved (e.g. by grid reinforcement, the addition of storage, etc.).

TSO use network models on a daily basis to control flows in all lines, and also to plan
investments (need for future reinforcement). These optimal power flow models (OPF)
require detailed data about the entire high voltage network, along with power
generation and consumption at all nodes for the time considered. Then probabilistic
approaches are used to verify security rules3z. Both the models' complexity and the data
needed can make it difficult for actors other than TSO to perform such studies, which
explains the rather limited literature on the subject. However, some TSOs (e.g. National
Grid) provide documentation for simplified representations.

32 Such as for example the N-1 rule: if one line or production unit fails, the resulting power flow should also respect
the maximum admissible intensity. The number of combinations that have to be simulated is therefore very high.
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Figure 9 : Schematic structure of a network model

The VDE 2012 study on storage [56] proposes a good example of an approach
combining both a market model and a network model using load flow simulations. Dena
2010 grid [49] also uses a combination of a power flow model and of a market model.

Silva et al. [77] follow a simplified approach by dividing the UK power network in 16
buses3s. Then for each hour, the cost of redispatching because of network constraints is
evaluated by solving an OPF problem, with and without the presence of storage, which
is dispatched in order to minimise system costs. Silva et al. therefore quantify the total
avoided redispatch, using a simplified UK network provided by the TSO. This approach
could be extended to other countries; however, assessing the validity of a simplified
network without the TSO’s help could be challenging.

Other authors study the value of storage in the presence of network constraints, but
only for specific cases. Examples include Denholm and Sioshansi [41] and Loisel et al.
[42] which both assess a use case with wind production. Among the studies dealing with
this subject and that are not discussed in detail in this report, we can mention the Lower
Colorado River Authority 2003 [78] (a specific case study in ERCOT, Texas) and
Stanojevic [79] (an optimisation case for an 11 kV UK branched distribution network).

The study of planning and optimisation of distribution grids is a field of research in
itself that is not exhaustively discussed in this report. From the methodological point of
view however, it can be mentioned that cost benefit analyses is often applied to choose
the best options in distribution grids between reinforcement, curtailment, load
shedding or storage, as in Delille [80]. Concerning the modelling itself, various authors
proposed reviews of the existing techniques, e.g. Keane et al. [81] and Tan et al. [82].

So far, few studies propose estimations of the value that storage could have on a very
large scale. Some probabilistic approaches exist, e.g. the one proposed by Gan [83] and
used by Strbac [51], that consist of generating variations of distribution grids. The value
of storage can therefore be evaluated on an important number of grids without the need
to use data from real grids, and these results can be added to some more conventional
system modelling using copper plate assumptions. These methods appear quite new,
and still need to be verified.

33 As already described above, Strbac et al. 2012 uses a similar approach, with 5 zones instead of 16.
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2.4.4 Methods for island systems

A number of studies concern the value of storage for small autonomous electricity
networks. There are usually no markets in islanded systems as for practical reasons
derogations were allowed by most legislations regarding deregulation and unbundling
requirements. As a result, most island studies fall in the category of system models.
Island power systems are also considered as a test case for the deployment of both RES-
E and storage by the power industry as described by EURELCTRIC [84].

Examples of island studies include Kaldellis et al. ( [85] and previous work), Kapsalli et
al. [86], Lobato et al. [87] (economic assessment of providing primary reserve with
energy storage in isolated systems), Carapellucci et al. [88] (modelling and optimisation
of an energy generation island with renewable and H2).

In such systems, specific constraints need to be taken into account, such as low levels of
inertia that would require levels of ancillary services not needed on large
interconnected systems. Delille et al. [89] provides a good example of how storage could
provide a form of virtual inertia - a detailed model of an islanded system is used, and
the impact of a unit failure on frequency is assessed through dynamic simulations
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3 Profitability of Electricity Storage

3.1 Motivation for studying storage profitability

The purpose of this chapter is to provide an overview of the current studies on the
profitability of storage investments and of their findings, along with identifying gaps
and issues for further research activities. Storage has been a full part of power systems
for a long time, as it was originally developed along with base-load generation However,
the renewed interest in storage of the last years comes from two major trends:
breakthroughs in storage technologies and increasing shares of RES generation. These
drivers led utilities, researchers and policy makers to look at storage under a new
perspectives4,

The growing share of intermittent renewable generation in the power system increases
the need for flexibility options thus potentially for storage. Changes in the generation
portfolio (e.g. the decommissioning of nuclear and coal power stations) might also
impact the flexibility of the system. .A number of studies assesses the future market size
for electricity storage resulting from RES-E additions, e.g. PNNL [25].

At the same time, the appearance of new technologies suggests that specific investment
cost of storage could go down. Adiabatic CAES and electrochemical storage (Li-ion, NaS
batteries, etc.) are in the focus of many R&D projects.

In addition to these two drivers, the deregulation of the power industry increased the
need to study the economics of energy storage. Markets were created on which storage
can generate revenues, but boundaries were also created (e.g. regulated vs. deregulated
activities), making it more complex to determine the value of storage. Therefore, a need
to understand the “new” business cases for storage emerged.

The results obtained in storage profitability studies are of relevance to three broad
groups of stakeholders:

e Storage investors
e Policymakers
e Researchers or consultants

Most of the published literature comes from the last group but is motivated or
commissioned by either potential investors (in case of the CAES study by Fraunhofer
[23] which was financed by German utilities) or somehow serves as policy support (e.g.
dena distribution grid study [59]),. Academics and consultants involved in energy
systems R&D typically explore options for future energy systems, develop scenarios and
possible pathways in the continuous transformation of energy system or consider the
interaction between technology, business and regulation. The perspective of the two
potential client stakeholders slightly differs.

Storage investors or developers of technology aim at understanding revenue streams
over the economic life of the investment in support of the decision making. Uncertainty
of future earnings is often referred to as one of the main barriers to technology
deployment and further development (see e.g. in the EU Commissions Public

34 Other motivations for the investment in power storage can be occasionally found e.g. in China and India where
storage is also regarded as an alternative to provide peak power in a system with a large coal and nuclear share, as
discussed by e.g. Ming et al. [124], Sivakumar et al. [152])
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Consultation on Generation Adequacy, Capacity Mechanisms and the Internal Market in
Electricity [90], ENDESA 2012 [91]. The perspective of policy makers and regulators is
different. They are in charge to set fair and harmonised rules across the value chain
segments of the power system and have to understand their rulings' implications for all
market participants.

A possible classification of storage studies can be done with respect to the boundary
drawn around the object studied. In this report we distinguish between two
approaches. Firstly there are those studies that assess the techno-economic effects
produced directly by the storage investment on the economic and financial situation of
the investor. In this case the profitability of the investment could also be derived by
analysing the balance sheet of the investor all along the economic life of the storage
project, if this was available. Secondly there are studies evaluating the "extended" net
benefits of a specific storage project by addressing system effects (that can be attributed
unambiguously to the storage operation). Most of those studies take into account only
part of the power system value chain (see Table 3), while some attempt at a more
ambitious goal by including benefits on the entire power system. From this
categorisation two broad families of studies can be identified, as already introduced in
Chapter 2 of this report.

Engineering studies ask if the investment on a specific storage project would be
adequately remunerated from an investor's point of view. This approach aims at
maximizing the investor's profit under specific technical constraints. The investor's
profit is given by the difference between storage revenues and the fixed and variable
costs of the investment. Constraints exist in the form of e.g. the efficiency of charging
and discharging the storage, ramping rates, minimum and maximum reservoir levels or
grid connection constraints. Further differentiation can be made by the number of
services, provided by storage in the model. The system around the storage interacts
through price signals, demand and possible technical constraints like a maximum power
rating of a grid connection. Engineering studies are discussed in the first part of this
chapter.

System studies aim at identifying the economic benefits of adding storage to the power
system as a whole. In this case, the objective function is given by total system costs
which are minimised. Total system costs are considered in this approach as storage is
embedded in the system and affects system costs directly and indirectly through its
influence on market signals (commodity prices, power demand and supply, etc.) and
system infrastructure operation (e.g. grid connections at transmission and distribution
levels). Further differentiation is possible with regard to the system boundaries which
can range from a region's power plant portfolio to an entire energy system including
industry, the heating sector and transport. The second part of this chapter is dedicated
to system studies.

Engineering studies often confine the economic value of a storage device to only one of
its possible applications (e.g. power market arbitrage); this could lead to
underestimation of the potential of the storage.

On the other hand, the challenge faced by system studies is the comprehensive
identification of benefits and beneficiaries of storage services. In only one of the studies
reviewed (Denholm et al. 2013 [92]), both a system and engineering study methodology
is applied to the same case leading to significantly different results.
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It is important to understand the applicability of results obtained from either
approaches. As research work is often based on case studies, the results might not be
easily applicable to new situations. A number of questions are thus relevant for both
engineering and system studies.

e Whatis the bandwidth of results? Is there a consensus?

e How do results change with key input drivers such as: geography, time period
examined, assumptions on commodity prices, storage usage considered?

e How will profitability develop over time, in particular with regard to a system
with high RES-E?

e What are the effects not captured by the methodology applied?
3.2 Engineering studies

3.2.1 Storage business model

Engineering studies address the value of storage from a pure investor's point of view. As
discussed in Chapter 2, they generally quantify the profits generated from the most
common applications of storage: arbitrage and ancillary services. The storage device is
modelled as a "price taker" in the power market using either historical or model
generated price data, the latter requiring specific techno-economic and market
assumptions (e.g. energy mix and market regulation, gas, coal and carbon prices,
techno-economic features of the storage, future RES-E deployment).

Generation Trade Trans- Distri- Retail &
mission bution End Use

Power Market Arbitrage

Regulated
Reserve Markets |:| Deregulated

Figure 10: Main business models for bulk electricity storage in a deregulated power
system

The regulatory context in which energy storage operates is crucial for storage valuation.
Beginning in the 1990s, both the European Union3 and the United States started a deep
transformation of the energy market from vertically integrated monopolistic and partly
state-owned utilities to markets with various competing firms.. To allow this transition,
the regulatory framework set the rules for the unbundling of the power sector with a
differentiated regulation of its value chain segments: generation, wholesale and trade,
transmission, distribution and retail. Of these, only transmission and distribution
remain regulated natural monopolies while generation, trade and retail are open to
competition and subjected to market rules.

The peculiarity of storage technology is that it can provide services that affect the
regulated as well the deregulated domain. Examples are arbitrage and reserve powerss

35 In the EU, three successive directives have set the legal framework for this process: 96/92/EC [155], 2003/54/EC
[156] and 2009/72/EC [144]

36 While this is technically also true for any type of power station eligible for providing reserve power, storage
devices may derive a significant share of their revenues from providing reserve power.
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application by large scale storage which can serve the wholesale and trade sector as
well as transmission. The literature reviewed was almost entirely published after 2000
thus taking market deregulation into account.

Power market arbitrage consists in storage devices charging in hours when electricity
prices are low, and discharging in hours when prices are high. Price differences
generally result from system load and increasingly from supply of intermittent RES-E
production i.e. from wind and PV.

Reserve markets are a somewhat special case in a deregulated power system. The
unbundling of the power sector created business opportunities to providers of ancillary
services and reserves (e.g. frequency control, secondary and tertiary reserve, and
varying other services). New competitive markets for these servicess” emerged,
providing additional and sometimes significant sources of revenues for electricity
storage plants, as the TSO is usually not allowed to own any production assets that
could provide these services to guarantee the balance between supply and demandss.
Reserve market products are usually defined functionally and according to the
timeframe within which power has to be delivered.

Frequenc
CFreq_uency q Y RFr(iquency ) Intraday
ontainment Restoration eplacemen Markets
Reserve Reserve
Reserve
30 s/ 15min 5min / 1h 15min /1h [ >1h

Flywheels | CAES l
D

Batteries [ PHS

Figure 11: Reserve market products (Europe) and typical storage technologies

In general storage profits from arbitrage and reserve power depend on two main
drivers: the market's/country's conventional energy mix and the flexibility of the
generation park. Commodity prices (i.e. prices for coal, gas and CO2 emission rights)
strongly affect the storage business case if the electricity price for charging is set by
coal, hydro, nuclear (or occasionally by wind power) and if the electricity price for
discharging is set by a CCGT, an open cycle gas turbine or an oil fired plant. The
flexibility of a generation park also has an impact, particularly if base load plants need
to be operated in part load to allow some load following, thus leading to increased
reserve costs. If CCGT and PHS capital costs are roughly equal as it was the case in mid
late 1970s (see Denholm et al. 2010 [93]) the business case for storage was determined
by fuels price levels.

In addition to these main services (arbitrage &reserve), two US studies (one by EPRI
[38], the other by SANDIA National Lab [45]) systematically quantify the value of
storage along the entire value chain including the regulated sectors and end use (see
Figure 16). Beaudin et al. 2010 [94] make a comprehensive list of benefits of energy
storage by application, with desired technical characteristics of the storage device.

37 In some markets, these were preceded or still are complemented by bilateral arrangements

38 See chapter on regulation for a more detailed discussion.
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3.2.2 Technology scope

Figure 11shows particular reserve products provided by certain storage technologies.
Batteries and flywheels are mainly used for primary reserve (also frequency control in
the US) due their fast reaction capability and their (in general) limited storage capacity
as e.g. in several projects on European Islands as described in a report by EURELECTRIC
[84]. Due to the relatively slow reaction time, CAES is usually not able to participate in
secondary reserve while PHS is providing secondary reserve in some countries.

This report focuses mainly on bulk storage: Pumped Hydro Storage (PHS) and
Compressed Air Electricity Storage (CAES). These are the only electricity storage
technologies that are or could be deployed in the range of several hundreds of MW
today.

The results of the engineering studies are presented by technology in a first step, given
different investment costs, variable costs and income streams. Though both
technologies are suited for providing arbitrage and reserve power, there are differences
in the value drivers.

e PHS incurs almost no variable costs other than the costs for the power purchased
for pumping water into the reservoir. CAES in the so-called diabatic version also
consumes natural gas and might require emission certificates.

e The round trip efficiency of PHS is usually higher than CAES allowing arbitrage
between lower power prices differences thus during a larger number of hours.
Also, self-discharge is higher for CAES, in particular in the adiabatic case®.

¢ Investment costs and the certainty with which these are known differ between
mature PHS, diabatic CAES deployed only twice on a global scale, and not yet
deployed adiabatic CAES.

Less mainstream storage technologies like batteries (especially NaS, Pb-acid and Li-ion)
and flywheels are usually considered for distributed deployment and in small island
power grids, which are both outside the scope of this literature study. However,
references to recent studies have been included where these technologies are proposed
for the transmission grid (PNNL 2012 [25], Walawalkar 2007 [22]). A separate section
discusses the results the studies by EPRI [38] and SANDIA [45] which derive cross
sector value pools in a technology neutral way.

3.2.3 Pumped Hydro Storage

Table 1 shows the main characteristic of pumped hydro engineering studies in terms of
market, years and services. The studies are based on historic market data (from Europe,
the US and Australia) except for Loisel et al. 2010 [42] and PNNL 2012 [25] which use
market model generated prices. Revenue sources considered are power market
arbitrage, reserve markets, capacity payments (where these exist) and other revenues.

The graphs in Figure 12 show the profitability figures of those studies providing data in
sufficient detail to be represented in one graph. The bars in the diagram represent the
ranges of annual gross margins found within one study. It is calculated as the difference
between storage profits and variable plus fixed O&M costs per kW of installed (turbine)
capacity. If a study does not explicitly state annual storage revenues, these are

39 Linked to the thermal storage.
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calculated from other data published in the respective study. For Loisel et al. 2010 [42],
annual gross margins have been recalculated from the NPV, applying interest rate,
economic lifetime and inflation rates provided. In the case of He et al. 2011 [4] the
figures obtained from the simulation of one week of storage dispatch optimisation have
been extrapolated to an entire year simply multiplying results for 52 weeks. All
currency units have been normalised to €2012 applying exchange rates and inflation
figures according to Eurostat [97]. The profitably figures are differentiated by colour
according to the combinations of services provided. Arbitrage only figures appear in
dark blue on the left hand side of Figure 12 while figures including revenues from
reserve and other markets are shown in light blue and on the right side. In case a study
publishes results for different power markets, these are shown in separate bars. The
ranges shown in Figure 12 are given by the following variation of the input parameters.

e Historical power prices taken from different years: Sioshansi et al. 2011 [5],
Ekman et al. 2010, [12], Steffen 2012 [95], Rangoni 2012 [96].

e Effect of capacity payments: Sioshansi et al. 2011 [5]

e Prices generated by a market model making different assumptions on the
storage penetration level PNNL 2012 [25], Loisel et al. 2010 [42]

Market | Year Technology = g Author and year
& =
PHS X X

2007 x  Heetal 2011 [4]
2002-10 PHS X Steffen 2012 [95]
2010-30  PHS + wind X X Loisel et al. 2010 [42]
2008-11  PHS X Rangoni 2012 [96]
2002-08 PHS X X Sioshansi et al. 2011 [5]
2020 PHS X PNNL 2012 [25]
2007 PHS + wind X Hessami etal. 2011 [40]

Table 1: PHS Engineering studies overview4!

As authors make different assumptions on the investment CAPEX and on weighted
average costs of capital (WACC), the studies own judgements on profitability are usually
not comparable. Therefore, annuities for an investment in a generic PHS are shown as
straight lines in Figure 12. Profitability is reached if gross revenue exceeds these lines. A
total of four possible cases are shown by combining 2 different values for the WACC+2
(6% and 10%) with 2 different levels of specific CAPEX (500 - 1500 €/kW taken from
the Technology Map of the European Strategic Energy Technology Plan [98]).The
different WACC levels represent typical values for a regulated and a deregulated
business. An investment life time of 35 years is assumed for both cases.

40 The study considers California and the North West Power Pool of the US Western Electricity Coordinating Council
41 ARB : Arbitrage ; RES : Reserve ; CAP: Capacity mechanism

42 This report makes no attempt at providing an "adequate” value for costs of capital. A discussion of the current costs
of capital for utilities can e.g. be found in a recent EURELCTRIC report [157].
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Figure 12: PHS Engineering studies results

The possible storage gross margin of a PHS seen in all scenario/studies varies by about
one order of magnitude (10 - 110 €/kW/a). Arbitrage only operation allows the
repayment of a low CAPEX (500 €/kW) investment in some cases but does not provide
sufficient revenues for a high CAPEX (1500 €/kW) investment in any of the cases
considered. Repayment of a high CAPEX / low WACC combination seems feasible if
reserve markets (and other services) are included. In none of the studies would gross
revenues allow repayment in a high WACC and high CAPEX scenario. Some results have
to be seen in the context of specific study assumptions.

e The upper end of the figures for Sioshansi et al. 2011 [5] includes capacity
payments of 40$/kW based on expectations for the PJM market

e The rather low arbitrage spreads in PNNL 2012 [25] have been generated by a

market model assuming a 45% reserve margin (taken from a DOE scenario for
the year 2020)

e The model of Hessami 2011 [40] only optimises the sale of wind power to the
power market of Victoria/Australia; the storage device does not buy power from
the grid. Allowing full arbitrage would thus provide an additional upside

e Rangoni 2012 [96] calculates storage profitability for Italy on the basis of the
average national power price (PUN, prezzo unico nazionale), which results from
the zonal prices weighted with exchanged volumes for each Italian price zone.
Spreads may be higher within zones providing a further upside potential

A number of interesting PHS engineering studies are not shown in

Figure 12 as the case studied or the data provided are not easily comparable with other
studies. Bathurst et al. 2003 [18] is a relatively early study on the optimisation of a
hybrid wind farm plus storage on arbitrage and imbalance payments on the UK market.
Duque et al. 2011 [99] compare imbalance costs due to wind forecast errors with
opportunity costs of pumped hydro stations for a hybrid solution in the Spanish market.
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Lu et al. 2004 [100] investigate bidding strategies for a pumped hydro storage based on
NYISO market data. Muche 2009 [101] applies a real option valuation methodology to a
PHS and compares the results with common approaches. Finally, publications on hybrid
systems of PHS and wind on non-interconnected Islands were not included in this
review.

3.2.4 Compressed Air Energy Storage

Table 2 shows the main characteristic of CAES engineering studies in terms of
geographical market, years and services.

Market Year Technology > Q Author and year | Ref.
& =
X X

2007-08  ACAES, CAES Fraunhofer 2009  [23]

m generic CAES X Keles et al. 2012 [32]

w 2010-30 CAES+wind x X Loisel etal. 2010  [42]

m 2003 CAES X Lund etal. 2009  [66]

_ 2009 CAES X x x x# Heetal 2011 [17]

generic CAES X Yucekaya 2013 [102]

CAISO, 2006 CAES + wind X Denholm et al. [41]

ERCOT, PJM 2009

CAISO, 2002- ACAES,CAES x  x Drury etal. 2011 [19]

MISO, 0944

NYISO, PJM

2002-08  CAES X X Sioshansi et al. [5]

2011

2007 CAES +wind  x Hessami et al. [40]
2011

Table 2: CAES engineering studies overview

Several authors study combinations of wind farms with CAES (Loisel et al. 2010 [42],
Denholm et al. 2009 [41], Hessami et al. 2011 [40]). Three studies (Hessami et al. 2011
[40], Loisel et al. 2011 [42], Sioshansi et al. 2011 [5]) assess the profitability of both
CAES and PHS and can also be found in Table 1. Historical data was used from markets
in Europe (DE, DK, FR), the US (CAISO, ERCOT, MISO, NYISO, PJM) and Australia
(Victoria). Two studies (Keles et al. 2012 [32], Yucekaya 2013 [102]) apply a financial
market modelling concept based on price tracks generated by stochastic processes
while Loisel et al. 2010 [42] apply data generated by a system model.

43 The "produit programmé" represents part of the tertiary reserve that is procured by the TSO via annual tender
procedure, which completes the required resource for congestion management together with the "Balancing
Mechanism Product". CAES technologies have the required technical properties to supply such services that are
generally provided mainly by peak load generators.

44 PJM data 2005-09, CAISO 2009-10
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Figure 13: CAES Engineering studies results

Figure 13 shows the annual gross margin from the deployment on arbitrage and reserve
markets. The specific profitability in €/kW is calculated relative to the discharging
capacity of the storage, i.e. to the kW of turbine capacity. For diabatic CAES, variable
O&M costs include costs for natural gas and emission rights (where applicable). All
monetary units are converted into €2012. The ranges of the arbitrage margin shown in

Figure 13 result from the variations in input parameters by the different authors:
e Diabatic vs adiabatic CAES (Fraunhofer 2009 [23], Drury et al. 2011 [19])

e Historical power prices from different years (Fraunhofer 2009 [23], Drury et al.

2011 [19], Sioshansi et al. 2011 [5]), model generated prices for different future
years (Loisel etal. 2010 [42])

e Historical or model generated prices from different power markets (Denholm et
al. 2009, Drury et al. 2011, Loisel et al. 2010

e Different optimisation strategies applied (Lund 2009 [66])

¢ A range of outcomes generated by Monte Carlo methods, i.e. financial electricity
price models (Keles et al. 2012 [32], Yucekaya 2013 [102])

Different combinations of services (He etal. 2011)
Figure 13 also shows the capital costs for an investment in a hypothetical CAES project.

As inFigure 12, four possible combinations of low and high WACC and CAPEX are
shown. WACC levels are the same as in the PHS case‘i.e. 6% and 10%. CAPEX is

45 The impact of a bidding strategy is also discussed by Sioshansi et al. 2011 [5] and Drury et al. 2011 [19] but not
shown in the figures of this report

46 Although it could be argued that a higher WACC should be used for a less mature technology reflecting the higher
risk of such an investment.
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assumed to be between 300 - 1000 €/kW as stated in JRC 2011 [98]). The investment
lifetime is 35 years.

As in the case of PHS, annual gross margins span more than one order of magnitude (10
- 130 €/kW/a) across the studies. The widest range of results is obtained by those
authors including longer time periods of historical power prices either explicitly (Drury
et al. 2011 [19], Sioshansi et al. 2011 [5]) or implicitly in the time series used to
generate power prices from the financial model (Yucekaya 2013 [102]).
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Figure 14: Development of arbitrage net revenues for CAES and ACAES and gas prices
between 2002 and 2009, elaboration on Drury et al. 2011 [19]

According to the results of Hessami et al. 2011, CAES would generate sufficient
revenues on arbitrage alone in the Victoria (Australia) power market to pay back a high
CAPEX high WACC investment. This is remarkable as in that study a storage device is
dispatched with the sole purpose of optimising a wind farm. Allowing the attached
storage device to perform additional power arbitrage might provide further upside.

Payback of a high CAPEX, high WACC case seems possible if reserve markets are
considered. In the case of Fraunhofer 2009 [23], revenues for providing secondary
reserve even exceed arbitrage revenues on the German markets in 2007 and 2008.
Drury et al. also see significant value in several US reserve markets, however the share
of revenues from reserve is slightly lower than in the case of the Fraunhofer study
(between insignificant to 36% of total revenues according to their dataset).

Fraunhofer and Drury et al. compare adiabatic with diabatic CAES. In the first study, the
resulting difference in net profits is found to be between 1% and 5% for the
disadvantage of adiabatic CAES. Drury et al. identify years in which either technology
would have had an advantage as shown in Figure 14. The price of natural gas fluctuated
by almost a factor of 4 between 2002 and 2009. ACAES had an advantage over CAES in
years of high gas prices and no advantage or a slight disadvantage in years of low gas
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prices. A number of interesting CAES engineering studies are not shown in Figure 13 as
the case studied or the data provided are not easily comparable with other studies.

Arsie et al. 2007 [36]study a hybrid CAES / wind power plant in Italy. The number of
wind farms to be added to an (existing) CAES is optimised. Marano et al. 2012 [103]
apply the model of Arsie et al. to a very small hybrid CAES-wind-PV system with an
installed turbine capacity of 1 MW located in Italy.

Fertig et al. 2011 [104] assess the possibility to deploy a CAES for the optimisation of
wind power sales and the provision of reserve products on two possible regions of the
ERCOT market. Apart from the year 2008, for which exceptional price spikes occurred,
the addition of a CAES to a wind farm does not produce sufficient extra revenues to
cover capital costs.

Gatzen 2008 [105] provides a very detailed theoretical framework of power market
modelling and storage and conducts empirical case studies based on the profitability of
adiabatic CAES on Western European power markets during 2003 -2005. By then, the
Netherlands appeared to be the most attractive market for adiabatic CAES deployment
while the Nordic market is unattractive due to low power price spreads.

Lund et al. 2009 [106] compare the system value of CAES with possible arbitrage and
reserve market income in Western Denmark. The market valuation is similar to the
author's other study of the same year [66].

Madlener et al. 2013 [107] study combinations of a 100 MW wind farm located in
Northern Germany with centralised and decentralised CAES, the latter consisting of
dispersed compressor attached to small wind farms feeding a centralised storage
cavern. A turbine attached to the cavern is dispatched according to markets for spot and
tertiary reserve+ .The decentralised configuration is slightly less profitable than the
centralised approach.

Nyamdash et al. [69] compare three operating strategies for a hybrid wind-CAES plant
on the Irish market (base-load, mid-load and peak load) implying a firm power capacity
during consecutive blocks of hours. None of the three operating strategies proves
capable of repaying the initial investment, with the mid-load strategy showing the best
relative performance. Also, storage tends to decrease the CO2 savings related to wind
deployment due to a higher utilisation of base load coal and peat plants.

Mauch et al. 2012 [108] assume a future market situation in which wind farms have to
fulfil the same obligations as conventional generation with respect to dispatch and
scheduling. In this scenario, a CAES mitigates commitment risk and shifts production to
higher price periods (excluding ancillary services and pure arbitrage). Based on data
from ERCOT and MISO for 2006-09, the investment cannot be recovered in the absence
of subsidies.

3.2.5 Batteries and flywheels

Only a small number of engineering studies could be found on smaller scale storage
technologies. Walawalkar et al. 2007 [22] considers NaS batteries for arbitrage and
flywheels for frequency control in the NYISO market based on market data from 2002-
04. The analysis indicates a strong economic case for deploying both technologies on

47 This fulfils the requirements given by the German RES energy law in order to store RES without losing a feed in
tariff

37



their respective markets. The analysis takes into account significant local capacity
payments for urban areas of NY. The optimistic results for power arbitrage of
Walawalkar et al. 2007 [22] contradict PNNL 2012 [25] which is pessimistic on the
prospects of battery storage for arbitrage. Ekman et al. [12] study the interest of using
batteries on the Western Denmark power and reserve market.

3.2.6 Cross value chain engineering studies

Some engineering studies make attempts at evaluating potential revenues from the
application of storage for power transmission and distribution. A common study case is
the trade-off between installing storage or grid reinforcements at congested grid nodes
or to install hybrid wind-storage-systems for this purpose such as by Denholm et al.
[41].

EPRI nomenclature (US)

SO Markets System Trans- Distri- End
mission bution User
1
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Figure 15: EPRI nomenclature for assessing storage value pools

Two US studies (EPRI 2010 [38], SANDIA 2010 [45]) determine the value of storage by
identifying all conceivable services in each value chain step and subsequently
quantifying these (see Figure 15). Both publications also serve as stakeholder
consultation documents: EPRI 2010 [38] on behalf of the US utilities research
organisation and for “industry executives, policymakers, and other industry
stakeholders”, SANDIA 2010 [45] for the California Energy Commission. In a European
context, a number of differences have to be taken into account.

e The Independent System Operator (ISO) concept shares elements of both the
power market and the TSO which are usually separated in Europe.

e The different ‘regulation’ services (services 15 -19) would consist of three
reserve products in the larger part of Europe (the former UCTE synchronous
area) as shown in Figure 11 (although the UK definitions share some
resemblance with the US [109]).
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e Payments for capacity (services 12 and 13) are not widely introduced in the EU
but currently debated as discussed in the chapter on regulation of this report. In
particular nodal capacity payments (service 12) are specific to a number of US
markets.

e In a European context, storage is usually not generally accepted as a means to
defer T&D investments (services 6, 11).

e RES-E are usually not required to provide a firm output, thus value pools such as
RES integration (service 14) could not easily be identified in a European context.

e The value of transmission congestion (services 9) also requires a nodal approach
to power prices and is thus not widely applicable to Europe* (transmission
congestion costs are internalised in the balancing mechanisms, and are therefore
less explicit).
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Figure 16: Cross value chain storage value pools, elaboration on EPRI 2010 [38], SANDIA
2010 [45]

EPRI 2010 [38] identifies 21 different services across the entire value chain. Figure 15
puts the services in the context of both the US and the EU market regulations. For the
quantification of the above defined products, EPRI 2010 [38] used price data of 5
different US markets (CAISO, ERCOT, ISONE, NYISO, PJM). Other costs such as the
benefits of investment deferral or the value of power quality for end users were derived
from previous studies. A set of 26 cross value chain benefits is quantified in SANDIA
2010 [45] using CAISO market data. The studies differ slightly in their technical
assumptions and the metric in which the benefits are quantified (NPV of the services in
$/kWh and $/kW). To make these comparable, EPRI 2010 [38] quantifies the benefits of
16 services as obtained by both publications applying the same technical assumptions

48 The introduction of a nodal pricing scheme is envisaged in Poland
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and same metric. This data is shown in Figure 16 applying a conversion of the currency
units into €2012. The bars show the range over both studies. Revenues from regulated
services are shown in green, deregulated revenues in purple such as in Figure 15.

The arbitrage values shown in Figure 16 are clearly in the range of other US engineering
studies (see Figure 13). The remarkably high storage value pools shown have to be seen
in the context of some very specific assumptions.

Reserve market revenues ("regulation" in Figure 16) are significantly higher
than e.g. assumed by Drury et al. 2011 [19] as both EPRI and SANDIA anticipate
the introduction of "efficiency based remuneration” for storage leading to more
than 100% higher payments.

The very high results for transmission grids have been obtained for a rather
special case of mobile storage devices deferring T&D investments by several
years. These mobile batteries are regularly redeployed assuming a constant need
for this device somewhere.

Transmission congestion value is derived from financial transmission rights
(FTR) determined at nodes with very high prices. This value pool requires the
implementation of nodal pricing.

The system capacity value requires the existence of capacity markets and
assumes constant high payments on these.

The value of 'RES integration' actually derives from avoided expenditures for
reserve power and FTRs, which require the existence of a congested path and the
existence of a nodal pricing system. SANDIA [45] quantifies the reserve costs
assuming a one to one backing of a wind farm by a CCGT providing spinning
reserve which might be more expensive than a provision of this from a portfolio.

End user benefits are based on value of lost load consideration of commercial
customers.

The value pools may not necessarily add as they have not been optimised
simultaneously. Thus it is not clear if conflicts may occur if storage should
provide more than one service.
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3.3 System studies

3.3.1 Approaches and system boundaries

System studies usually aim at finding a least cost solution for the supply of energy
services under a number of constraints which could be policies (e.g. RES-E targets,
climate goals, the possibility of using nuclear energy) or infrastructure limitations. The
system benefits are determined by comparing model sensitivities with different storage
penetrations.

System studies significantly vary in the sector boundaries of their respective models. As
discussed in Chapter 2, the following four cases can be distinguished.

e Energy system models describe significant parts or the entire energy system of a
given region

e Market models replicate a power system's demand- supply equilibrium, and
generally use simplified assumptions for representing the grid. This category
also includes “pseudo system models”, as defined in Chapter 2.4.2 of this report.

e Network models generally solve the power flow problem focusing on a restricted
number of time steps

e Other system approaches : distribution network studies, islanded systems

As explained in Chapter 2, a combination of market and network approaches can also be
found in one and the same model, if a study deals with both aspects.

Table 3 shows a selection of system studies providing quantitative information on the
effect of electricity storage. The studies are grouped by region, time horizon, general
approach and according to the value chain steps considered. While all selected studies
address the strategic role of storage in parts of or in the overall power system, the aim
and modelling techniques differ widely.

Swider 2007 [63] studies market driven investments in CAES in Germany within the
timeframe of 2010-20. A stochastic dispatch model making endogenous investment
decisions is applied.

Dena 2010 [49] grid is a comprehensive study on the investment requirement of the
German transport grid up to 2020. It uses a combination of a network model and a
market model to determine the required network configuration. Storage is addressed in
a number of sensitivities.

Dena 2010 PHS [3] assesses the impact of a proposed pumped hydro station located in
South-western Germany (Atdorf PHS) on power system costs between 2020 and 2030.
A modified price taker approach with price feedback, a power plant system dispatch
model including new build decisions and an optimal power flow grid model are
combined.

Dena 2012 RES [50] focuses on the integration of RES-E into the German and European
power system up to the year 2050. The underlying scenario assumes a 89% RES-E
share in generation. The study includes a sensitivity on storage as one integration
option.

49 The reference scenario of the German Ministry of the Environment ("BMU-Leitstudie") assumes170 GW RES-E by
2050 plus imports (Desertec) of 21 GW equivalent to an 89% RES-E share in generation

41



Region | Time Author and . | Approach
Horizon | Year
m 2020 Swider 2007 [63] Market X X
2020 dena 2010 Grid [49] Network & X X X X
Market
2020-30 dena 2010 PHS [3] Network & X X X
Market
2020-50 dena 2012 RES [50] Network & X X
Market
2010-50 VDE 2012 [56] Network & X X X
Market
2020 Connolly et al. [20] Energy System X
2012
2020-30 dena 2012 Dist [59] Network & X X
Market
UK 2010-50 Strbacetal. 2012 [51] Network & X X X X X
Market
- Black etal. 2006 [44] Market X
\see 2020 Denholm et al. [92] Market X
2013
2007 Sioshansi et al. [13] Pseudo System X
2009 (Market)
2009 He etal. 2012 [16] Pseudo System X
(Market)

Table 3: System studies overview

VDE 2012 [56] studies the possible role of short (PHS, CAES, batteries) and long term
(Hydrogen) storage as alternatives to grid extensions. The study builds on a similar
scenario as dena 2012 RES studying RES-E penetrations of 40% and 80%. A power
plant and storage dispatch model is coupled with an optimal power flow model.

Connolly et al. 2012 [20] explicitly address the impact of different storage
configurations on the Irish power system in 2020 with a total installed wind power
capacity of 3000 MW. The dispatch problem is solved for the target year using an
energy system model.

Dena 2012 Dist [59] complements dena 2010 Grid [49] in quantifying the necessary
investments up to 2030 in the distribution grid. The impact of deploying (distributed)
storage is studied in one of 9 sensitivities. As opposed to other studies, dena 2012 Dist
also assesses the impact of non-market driven dispatch of storagestand demand
response technologies.

50 j.e. a dispatch of storage aiming at managing grid congestions rather than maximizing possible gains on the market
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Strbac et al. 2012 [51] focuses on storage itself rather than particular functions of
storage as most other studies. The value of both bulk and distributed storage is
determined up to 2050, in different scenarios combining low carbon technologies and
along the energy value chains.. An integrated model is used to solve plant dispatch
(including reserve) as well as investment planning in generation, transmission and
distribution assets.

Black et al. 2006 [44] quantify the generation system portfolio benefits obtained from
deploying storage as reserve power in the UK power system with 26 GW of wind
energy. The power model is simultaneously optimising plant dispatch and reserve
power. Sensitivities consist of different assumptions on the flexibility of the
conventional generation.

Denholm et al. 2013 [92] assess the impact of storage on a part of the WECC52 power
system (46 GW of installed capacity in Colorado) in the year 2020 using a commercial
market model. The model optimises storage on both power as well as reserve markets.

Sioshansi et al. 2009 [13] is both an engineering study quantifying the storage arbitrage
value on PJM between 2002 and 2007 and a system study as the authors also assess the
welfare effect on producers and consumers which would arise from the deployment of a
storage plant.

He et al. 2012 [16] investigate how a storage device could be dispatched by the power
market operator instead of a private owner and compare the welfare benefits of both
approaches.

3.3.2 Quantification of benefits

Taking into account the different objectives of the studies, it becomes apparent that
results have to be interpreted in the context of the respective study. Comparing only the
total identified value of storage would thus be misleading. The quantitative results will
be presented across value chain steps in the following section.

Figure 17 provides an overview on the value of storage along the value chain for both
regulated (shown in the green bars) and deregulated (shown in the purple bars)
domains that has been identified in the studies listed in Table 3. Following the logic
used in the discussion of the engineering studies, all figures have been converted into
the €/kW/a metric for better comparability. The ranges shown result from different
assumptions on the following factors.

e Storage penetration levels (dena 2012 RES, VDE 2012, Strbac et al. 2012) or
different CAPEX assumptions leading to these (Swider 2007)

e Technical storage configurations (VDE 2012, Connolly et al. 2012, Strbac et al.
2012)

e Time horizon (dena2010 PHS, VDE 2012, Strbac et al. 2012, Sioshansi et al.
2009)

e Assumptions on the storage regulation and business model (dena 2012 Dist)

51The study builds on the 2011 UK government "Pathways" scenarios which present different options for
decarbonizing the UK power sector.

52 Western Electricity Coordinating Council (Western Interconnection, US)
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Figure 17: Value of storage identified by different system studiess3

Generation benefits

Generation benefits consist of two parts: savings in CAPEX (as storage can replace
investments in other flexible generation) and savings in variable OPEX (fuel and carbon
emission rights not used)s+. Only VDE 2012 and Strbac et al. 2012 explicitly capture the
CAPEX benefits of storage while dena 2012 RES only reports benefits in aggregated
form.

For 2030 and 2050, Strbac et al. [51] identify storage value for the generation value
chain approximately one order of magnitude above the other studies; the study itself
does not compare these numerical results to other research and thus does not provide
an explanation for this deviation. Given that there is a high sensitivity of the results of
simulation models to modelling assumptions and input data these differences will need
to be analysed with a deeper knowledge of these aspects. However, the fact that this
study considers the contribution of storage to services which assume a growing
importance in the UK system (such as frequency regulation and reserves), combined
with constraints related to emissions will partly explain these differences (see Silva
2010 [110] for more detail concerning the value of flexibility in the UK system with
large wind penetration).

In dena 2012 RES [50] and Swider 2007 [63] the decreasing marginal benefit of adding
storage can be clearly identified as no other parameter is varied. Denholm et al. 2013
[92] identify system value resulting from the use of storage for reserve power (high end
of the range in Figure 17, the low end shows the arbitrage only case). Denholm et al.
2013 [92] also apply a price taker approach (as described in Sioshansi et al. 2009 [13])

53 Strbac et al,, figures for the generation value chain step are for 2030

54 For Sioshansi 2009, the difference in consumer surplus is shown as a proxy for savings in (variable) OPEX
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and find system benefits (resulting from lower power prices) of $28/kW (22 €/kW) i.e.
20% less than the lower end of the respective bar. The difference between these
methods result from avoided start-up costs of fossil power stations. Furthermore, the
authors also calculated the pure arbitrage revenues of 17$/kW (13 €/kW) which were
only half of the generation system revenues. VDE 2012 [56] shows negative values for
the generation CAPEX i.e. higher investments in power plants. These occur in all
scenarios with using long term hydrogen storage and result from the efficiency losses of
more than 50%. The positive end of the range results from scenarios, in which only
short term (PHS, CAES, and battery) storage is deployed.

Variable cost savings show a mixed picture. The lower range of all studies is very similar
which is remarkable given the differences between the power systems and the
methodology. Huge differences exist regarding the upper ranges. The two German
studies (VDE 2012 [56] and dena 2010 PHS [3]) show values in the same range as the
historical data study by Sioshansi et al. 2009 [13] Both the Irish (Connolly et al. 2012
[20]) and UK (Black et al.2006 [44], Strbac et al. 2012 [51]) studies show significantly
higher values. An explanation for the high values of Strbac could be very high costs of
peaking unitsss.

Transmission and distribution benefits

Benefits for the transmission grid result from the possibility to avoid or defer
investments. They are usually quantified by comparing the grid investment needs in the
presence and in the absence of a particular storage project and thus require power flow
calculations for transport grids and a statistical treatment for distribution grids. The
results as shown in Figure 17 are mixed.

Dena 2010 Grid [3] shows a negative value of storage as the PHS projects considereds¢
are located in Southern Germanys” and require 400 km of grid enhancements. Strbac et
al. 2012 [51] also see the possibility of storage causing extra costs (e.g. the addition of
distributed storage in 2030 can lead to higher transmission investment) though in the
longer term scenarios storage avoids grid investments. The study covers a wide range of
scenarios as opposed to the singular sensitivity assessed in dena 2010 grid. The
modelling approach using net transfer capacities between 5 regions might however be
less accurate than the optimal power flow used in dena 2010 grid.

Dena 2012 Dist [59] identifies negative or positive value for distributed storage
depending on how the unit is dispatched. Distributed storage actually increases grid
invest costs by 35% if dispatched according to market signals. Grid invest costs can be
reduced by 17% if storage is dispatched according to grid requirements. Strbac et al.
only assume a dispatch of distributed storage according to grid needs and obtain
positive values.

The value of storage for transmission and distribution grids is significantly lower than
the high values for T&D invest deferrals as obtained using the methodologies if EPRI

55 On page 53 Strbac et al. [51] explain this by a high level of avoided curtailment of RES-E energy which has to be
produced in very expensive CCS peaking plants in the absence of storage

56 Mainly the PHS project in Atdorf close to the borders between Germany, France and Switzerland

57 The scenarios with a massive addition of storage (BAS 050, BAS100) constructed with the aim of avoiding grid
bottlenecks were not evaluated here. As the addition of storage did not lead to a significant reduction of bottlenecks,
the study did not provide detailed data necessary for quantifying the (negative) value of storage in these scenarios...
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[38] and SANDIA [45] shown in Figure 16. Also, a number of benefits proposed in those
studies were not explicitly assessed, such as voltage and reactive power (VAR) support.
Furthermore, the important value pool resulting from avoided transmission congestion
in the form of FTR is restricted to markets with a nodal pricing scheme largely absent in
Europe (except for Poland that might implement it [111]). Also, none of the reviewed
studies identified benefits on the level of the end user as opposed to the EPRI and
SANDIA studies.

Other value of storage

Some storage benefits are not addressed by the studies reviewed, possibly because of a
lack of transparent markets, modelling complexities or because of unawareness of some
benefits provided by storage.

e The ability to black start a power system was not quantified by any of the system
studies reviewed. However, EPRI [38] report a value based on Isenmonger 2007
[112] which is up to 50% of the possible arbitrage value.

e VAR support for transport grids and voltage support for distribution grids is not
explicitly quantified by system studies while EPRI and SANDIA both provide
figures for this services as shown in Figure 16

e Dena 2008 PHS [27] investigates the value of preventing a full blackout over
Germany during the system disturbance on 4th November 2006 and the
possibility to black-start the system in case a blackout would have happened.

3.3.3 Further studies

A number of system studies involving storage were identified in this literature study but
are not shown in Table 3 and Figure 17 .The reasons are either a lack of quantitative
information (e.g. data only available in not easily decipherable graphs or stated in
metrics not easily convertible) or a methodology used not allowing conclusions on the
system value of storage (e.g. if no scenarios with different storage deployment are
available). Also, some studies focus primarily on the RES system integration rather than
storage or do not address storage costs and benefits. We restrict the coverage of the
following studies to a few comments.

Storage studies

Dena PHS 2008 [27] assesses the effect of grid fees on the storage deployment in
Germany applying an integrated model for power and reserve markets. The report does
however not present the total or marginal system value of storage.

Nyamdash et al. 2013 [113] study the impact of storage on the Irish generation system
using a unit commitment model. Adding storage increases the production of peat plants
and imports from the UK.

PNNL 2012 [25] apply system models to determine the level of storage required for
meeting the growing flexibility needs of the US Western Interconnection, however the
study does not quantify system benefits of storage. For this reason it is discussed in the
section on engineering studies.

Tuohy et al. 2011 [68] find out that for low levels of wind on the Irish system, the
positive impact of storage in reducing curtailment does not justify the investment in
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storage, while this is the case for high wind generation. The methodology is similar to
Connolly et al. 2012 [68].

RES integration and 100% RES studies

Budishak et al. 2012 [76] study RES-E penetration between 30% and 99.9% in the PJM
system. The role of storage in the system is rather small, as only 9 to 72 h of storage is
required to balance the system during 99.9% of the hours. The authors also find a
difference in the system effects of centralised (batteries and hydrogen) and
decentralised storage (electric vehicles): while system costs increase with RES-E levels
in the case of centralised storage, they decrease in the presence of a massive E-vehicle
deployment. The authors do however not show scenarios with different storage
penetration levels so it is not possible to derive the marginal or total system benefits
from the storage deployed.

Denholm et al. 2011 [114] study the storage required to allow very high wind
penetration rates of 50%-80% in the ERCOT system. The study quantifies the
relationship between wind penetration rates, storage deployment and wind energy
curtailment. The storage value is however not quantified in this study.

GE Energy 2010 [115] investigates the operational impact of a 3% wind and 5% PV
penetration in 5 Western US states. The value of PHS measured in terms of arbitrage
benefits falls short of repaying capital costs. This study also considers concentrating
solar power plants with attached thermal storage. Adding a 6 hour thermal storage
raises revenues by 5-10% while further thermal storage does not significantly increase
the value of a CSP.

Rasmussen et al. 2011 [116] determine the storage size needed for a 100% RES system
in Europe depending on the level of balancing. The authors conclude that storing an
average consumption for about 6h would reduce balancing needs by half. Going to a
100% RES system would require a 25 TWh seasonal (hydrogen) storage.

Rastler 2011 [117] is the first part of an on-going EPRI managed study on storage
deployment in the US MISO system. Due to the models used, only the arbitrage value of
storage was identified. The value of storage including ancillary services is to be
investigated in the second phase using the PLEXOS tool.

Steinke et al. 2013 [118] systematically study the interdependence of grid and storage
in a 100% RES system. A combination of 65% wind and 35% (of annual demand) would
require a backup capacity of up to 40% of the load if no storage was present. Depending
on the degree of interconnection, storage capacity between 30 days and 90 days is
required to balance the system. Storage capacities might be further reduced by
"oversupplying” RES by a factor of 130%. From an economical point of view, the
optimum storage size differs by technology: approx. 1h for batteries, 4h for pumped
hydro and 1 week for hydrogen, depending on the system costs saved. Oversizing the
RES supply to levels above 100% however does not prove to be economic.
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4 Impact of Regulation on Electricity Storage

4.1 Motivation for studying the regulation of electricity storage

Studying the impact of regulation is of fundamental interest to all stakeholders
(researchers, policy makers, potential investors) as the very existence of markets can
entirely depend on regulatory decisions. This is actually the case with regard to the
deregulation of the European energy markets, the incentives schemes for renewable
energy or the creation of balancing markets. The modification of a market's rules
directly or indirectly affects the business case for storage. Rules specifying technical
requirements for the participation in a market such as e.g. the requirements for tertiary
reserve in Germany (Madlener et al. 2013 [107], VDE 2013 [119]) can have a direct
effect on the storage business case. RES-E market integration mechanisms can
indirectly affect the storage business case translated through power prices as described
by Nicolosi 2011 [120]. The economic evaluation of storage in the energy system thus
inherently implies assumptions on the regulatory context which have to be taken into
account when comparing results obtained for different markets.

Anticipating regulatory decisions or evaluating the outcome of possible options for
regulatory decisions on both energy storage as well as the energy system is itself a key
subject of research. Aside from the uncertainty of the economic signals such as the
volatility of commodity prices, unstable technology support policies or regulatory
decisions can discourage investments and may represent a barrier to the market entry
for new technologies.

One particular regulatory challenge originates from the fact that storage can provide a
number of different services for both power generation (e.g. arbitrage) and for power
transmission (e.g. avoiding congestion). Different regulation might thus apply
depending on whether a storage application falls into the regulated or the unregulated
domain of European power systems. The European regulatory context since the
deregulation is described in detail in a report from the EU FP7 stoRE project [121].
Implications are also discussed in a report by THINK, another FP7 project [122]. An
introduction to the regulatory situation of storage in the US is provided by Yang et al.
2011 [123], the current situation in China is described in Ming et al. 2013 [124].

Many non-academic publications on regulatory issues are driven by stakeholder
interests such as position papers by EURELECTRIC [125]. Other studies have been
published in the context of a regulatory decision making process such as dena PHS 2008
[27] which is financed and co-authored by a utility and made a strong statement against
grid fees.

A number of publications addressing the regulation of distribution level storage, often
related to smart grid technology were not systematically explored given the focus on
large scale storage of this report. The regulatory literature on storage studies can be
broadly divided into the following categories:

e Non market related regulation
e Power market design
e Storage ownership and right of dispatch

e Direct financial support
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4.2 Non market related regulation

4.2.1 Grid fees

The common theme among this kind of studies is a very particular aspect of regulation
that has an easily measurable impact on the profitability of a storage system. Examples
are fees or technical requirements, which can establish a market entry barrier for a
particular technology to provide a service. The income streams most affected by
technical regulations are arbitrage and reserve markets. For this reason, fees are
discussed first in this report, despite their rather subordinate regulatory nature.

A study commissioned by the German Energy Agency dena [27] on the introduction of
grid fees for pumped hydro storage in Germany in 2008 shows how big an impact
(negative for storage in this case) of an apparently minor regulatory detail can become.
The profitability of the storage business model is not reduced by the fee to be paid for
each trade but also by the reduction of the number of hours providing a sufficient
spread for arbitrage. This study uses a model that simultaneously optimises dispatch on
both power and reserve market. Dispatch of electricity storage connected the 110 kV
level (which is DSOs in Germany) would be reduced by more than 60% if these were
faced with grid fees of up to 18 €/MWhss. The study also concluded that pumped hydro
plants located in Luxemburg and Switzerland with access to the German power market
but not affected by German grid fees could even increase their dispatch. System costs
may then rise by €95 m, while collected grid fees were roughly half that sum. With the
amendment of the energy law in 2012 [126], new PHS or capacity extensions of existing
PHS are now exempt from grid fees for 20 years and 10 years respectively. Some
authors expect this measure to remove the barrier for deployment of new capacity
(Steffen 2012 [95]).

Nekrassov et al. [28] study the effect of a grid fee on the profitability of a CAES
operating on the French power market and conclude that grid fees of 6-7 €/MWh
eradicate more than 20% of the arbitrage profits. The authors propose the introduction
of hourly differentiated grid tariffs so that storage could profit from low or non-existent
fees during off-peak hours, even though this would not solve the problem of arbitrage
not providing sufficient revenues for breaking even with a CAES investment.

In a position paper, EURELECTRIC [125] asks for the removal of both double feess? and
the one way fees for charging applied in France and Germany on the basis that those
were discriminatory as storage would not constitute final energy consumption.
Similarly, EASE/EERA recommend that "the current levy structures (grid fees, taxes or
similar) may not hinder or discriminate the integration of energy storage” [127].

4.2.2 Environmental regulation and public acceptance

The relevance of several fields of European law for PHS and CAES projects is assessed in
a stoRE project report [128]. Case studies show the relevance of the Water Framework
Directive [129], the Biodiversity and Natura 2000 legislation [130], [131] and the
requirement for Environmental Impact Assessments [132], [133]. Very little experience

58 Grid access tariffs range between 9 €/MWh - 18 €/MWh depending on the voltage level the plant is connected to
(220/380 kV or 110 kV respectively)

59 According to EURELECTRIC, eight Member States of the European Union (CZ, ES, IT, LT, PL, PT, SK, UK) do not
impose grid fees to storage plants while three Member States (AT, BE, GR) and Norway apply fees for both charging
and discharging of storage
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exists with environmental licensing of PHS according to EU law as the majority of plants
have been constructed before entry into force of this legislation. One proposed project
for a PHS in Ireland failed due to its location in a Natura 2000 habitat. The same
describes the resistance to the construction of new gas storage in Denmark because of
possible degradation of the quality of surrounding waters due to brine from the
excavation. Such concerns would also have to be addressed for the construction of the
underground cavern of a CAES. The Water Framework Directive (WFD) is also
identified as a potential threat to pumped hydro projects by EURELECTRIC [125] who
ask for socio-economic assessments of storage benefits and the setting up of a joint DG
Energy-DG Environment workgroup on this matter. Resistance and legal challenge from
environmentalist groups are mentioned by Yang et al. [116] as a serious barrier in the
US for Pumped Storage projects.

4.3 Power market design

4.3.1 RES integration

The increasing amount of RES-E supply on the power market influences the energy
storage business case in several ways. The intermittency of RES-E can increase price
volatility and demand for reserve powers¢. On the other hand, RES-E can also negatively
affect the business case, e.g. if PV deployment leads to a disappearance of the mid-day
price peak as described by stoRE [121] and thus a loss of arbitrage possibilities.
According to the same report this trend might be reversed if even more PV deployment
would lead to a mid-day price trough.

The mechanism with which RES producers are remunerated for the energy produced
(e.g. by fixed feed in tariffs or by a market premium) impacts the dispatch in times of
simultaneous high wind availability and low system load. Nicolosi [120] shows on the
example of ERCOT in 2008 and 2009, that producers of wind energy sold their output
even at negative prices, as long as these were overcompensated by a premium (the US
federal production tax credit in this case). Only if prices fall below this level, would
producers curtail the output. The author models the effects of a (hypothetical) market
premium on the dispatch and investment decisions in Germany up to 2030 (where
currently a feed-in-tariff is in place). The model makes investment decisions for both
conventional power plants as well as for compressed air energy storage systems, based
on expected revenues on power markets. Depending on the minimum price for which
wind energy would still receive a premium (below which the wind farm operator would
curtail due to lack of revenues), the installed CAES capacity in 2030 varies between 0 if
no payment is received in case of negative prices and 40 GW if wind power is still
remunerated at the current market floor price of -3000 EUR/MWHh). The profitability of
storage investments would thus rely very much on the continuity of regulation avoiding
curtailment even at highly negative power prices.

4.3.2 Reserve market design

Technical specifications of power market products can also impact the playing field. The
auctioning mechanism for reserve capacity can e.g. exclude some storage technologies if
too restrictive. Madlener et al [134] conclude that 4h contracts make it unattractive for
CAES to participate in the German market for minute (tertiary) reserve as this would

60 Quantifying the additional demand for reserve power was the goal of e.g. [25]

50



make it difficult for a CAES to trade on the spot market at the same time. The authors
propose an introduction of hourly contracts that would allow the CAES to become
profitable as they show in a subsequent paper [107]. Minimum bid size is identified as a
hurdle for small distributed storage if pooling of different providers is not allowed as
described in a study by VDE [119]. The minimum power output has subsequently been
lowered to 1 MW for units providing primary or secondary reserve and to 5 MW for
units providing tertiary reserve in Germany.

Whether storage could generate significant earnings from reserve markets also depends
on the rules under which RES-E would participate on these and compete with storage.
In one of the future scenarios for the German market, Nicolosi [120] assumes that wind
turbines would be enabled to provide positive and negative reserve: positive reserve by
constantly operating below the maximum capacity enabling them to ramp up on
demand, negative reserve by curtailing output (provided they are on). If this was the
case, the price for positive reserve could fall by 75% and the price for negative reserve
to almost zero. The provision of ancillary services by RES-E is also the subject of the on-
going REserviceS EU-FP7-project [135], [136].

As shown in a recent ENTSOE survey, regulation of ancillary markets differs widely
within Europe [137]. Related to this, little cross border trade of ancillary services
currently exists. The storage business case thus most often needs to be assessed on a
national basis. However, the feasibility and implications of cross border balancing are
addressed in the currently drafted ENTSOE Draft Network Code on Electricity Balancing
[138] which is to specify the framework guidelines developed by the European Agency
for the Cooperation of Network Regulators (ACER) [25]. An overview on the relevance
of the on-going grid development of European grid codes is provided by stoRE [121].

In the US, regulatory decision making on reserve market design has allowed providers
of fast acting technologies such as batteries and flywheels to participate in markets for
primary reserve. Whether storage could participate in ancillary markets of deregulated
US power systems remained uncertain up to 2007, as described in [123], [22] when
FERC¢t order 890 [139] was issued, requiring an inclusion of "non generating
resources” in meeting grid reliability. In October 2011 FERC order 755 [140] was
approved requiring the remuneration for primary reserve to consist of two parts:

e A'"capacity payment that includes the marginal unit’s opportunity costs "

e A "payment for performance that reflects the quantity of frequency regulation
service provided by a resource when the resource is accurately following the
dispatch signal”

This “performance based regulation” (or pay-for-performance) aims at paying more to
the resources able to provide faster and more accurate frequency regulation services - it
is now being implemented by those US TSOs¢: falling under FERC regulation. It should
be noted that this regulatory approach might not be easily translated to European
markets given the very different approach to frequency regulation as shown by Rebours
et al. [109], [141]. The decentralised character of frequency control in Europe avoids
quality problems created by a delayed response to a signal as in the US. In effect, US
frequency control acts in much the same way as secondary control in Europe. No

61 Federal Energy Regulation Commission

62 This concerns PJM, NYISO, MISO, CAISO and ISO-NE while ERCOT is not submitted to FERC regulations
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studies could be identified that were investigating the impact of such regulation in a
European context.

4.4 Ownership and right of dispatch

The issue of ownership and right of access is closely linked to the question of efficient
power markets, and thus related to the modelling of strategic behaviour as described in
the chapter on methodology. The value streams affected are mainly portfolio
optimisation and arbitrage as described in the chapter on profitability. A rather small
number of academic articles was found on this subject (related purely to storage), while
there is no shortage of position papers from industry associations on this topic.

The ownership of electricity storage is not homogeneous on a worldwide level. In the
course of the liberalisation of the European power industry, pumped storage plants
(and the only European compressed air storage plant at Huntorf, Germany) became
non-regulated assets of the utilities generation portfolios and are dispatched as such
according to power market signals. In China, new pumped hydro storages are owned by
integrated/grid companies, comparable to regulated utilities (Ming et al. 2013 [124]).

Views on storage ownership clearly differ between EURELECTRIC and ENTSOE. The
former claims that storage ownership should be a "competitive" business, and not a
"regulated” one [125]. Furthermore, claims to TSO ownership should be regarded as
"unjustified and incompatible with the unbundling provisions of the Third Energy
Package". Remuneration of all services should be "under well functioning markets".
EURELECTRIC also reiterated this position for distributed storage in a 2013 report
[142] by proposing market models for aggregators that could enable distributed
generation and storage resources to participate in the markets for energy and ancillary
services. ENTSOE does not share EURELECTRIC's clear opinion on ownership. In their
ten year network development plan [143], storage ownership by "private market
operators" or "regulated operators" is regarded to be an open issue. ENTSOE proposes
large scale demonstrations of storage to validate both "storage benefits" and "potential
asset ownership solutions". According to stoRE [123] the "controversial regulation in
[taly where the TSO has been allowed to own and operate batteries" could be regarded
as a trigger to explicitly clarify the position of storage according to Article 9 (1) of the
Electricity Directive [144].

4.4.1 Effects of storage ownership on social welfare

While most assessments of storage profitability work "in the box" of current regulation,
some of the literature reviewed also discusses models deviating from current
legislation. Some critique of generation portfolio ownership of storage can be found in
the academic literature.

Sioshansi [14] studies the effect of storage ownership on the welfare distribution on the
example of a market with two large power generating companies and two power
retailers. If storage was owned by generators, these would tend to underutilise it while
retailers would over utilise it with both approaches failing to maximise social welfare.
In the absence of a perfectly competitive market, the authors recommend ownership by
merchant operators. Independent merchant ownership would come relatively close to
the social welfare maximization, which would be reached by shared ownership. Schill et
al. [15] reaches similar conclusions for the German market and sees a danger of storage
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operators deliberately under using their assets and thereby limiting RES-integration.
The authors do not propose concrete regulatory measures.

As a solution to conflicts of interest resulting from ownership, He et al. [4] recommend
sharing storages with the introduction of "residual capacities" unused by one actor that
would have to be made accessible to another.

4.4.2 Non market driven storage dispatch and grid bottlenecks

The motivation for considering operation strategies for storage that are different from
current fundamental market regulation lies in the results obtained by "holistic
approach" studies as described in the chapter on storage profitability. It thus could be
that current market designs do not address the full potential of storage as e.g. savings
resulting from avoided grid investments remain largely unaccounted. Griinewald [2]
assumes that the gap between system and market value "could be reduced" if "the
potential distribution network savings were more accessible in the market". A long term
policy framework should take into account that the value of storage would shift
considerably between grid operators and market operators over time.

A positive effect of storage on transmission and distribution grids does not necessarily
follow from the evidence presented in the chapter on system studies. An example is the
already mentioned dena II grid study [49] where massive storage additions in Northern
Germany provide only limited relief on grid bottlenecks if dispatched according to
power markets. The storages that are added to frequently congested regions not only
absorb the wind power leading to the congestions but also trigger new power flows
from regions with lower price base-load (lignite and nuclear) capacity. The study
concludes that "storage facilities barely relieve the congested lines between the regions
and, as described above, are not a cost-effective option".

A subsequent study by dena on costs of distribution grid reinforcements until 2030 [59]
reaches a similar conclusion. Demand response and distributed storage actually
increase grid invest costs by 12% and 35% respectively if dispatched according to
market. Savings can be reached if demand response or storage is dispatched according
to grid requirements however these are relatively modest with 0.3% and 17%
respectively. The study does however not quantify the effect of grid driven dispatch on
the generation value chain step. Strbac et al. [51] identify distribution grid savings
assuming a grid driven dispatch but do not report an impact on the generation portfolio.

As the abovementioned examples suggest, the dispatch of storage according to grid
requirements instead of power market signals might be a solution for reducing grid
bottlenecks. One solution proposed consists in transferring the right of dispatch (and
possibly the ownership) of a storage to a central market authority. One of the projects
proposed in the USA was actually planned to be operated by the California Independent
system Operator (Yang et al. 2011 [123]).

He et al. [16] compare the case of a storage plant that would be dispatched directly by
the operator of the power market to optimise the overall order book instead of a
dispatch by a utility storage owner applying a bidding strategy (“The efficiency of this
market design lies on the same ground as the mechanism of market coupling for
interconnection activities”). The authors show on the example of the French market,
how social welfare can be increased due to the elimination of storage operator forecast
errors, however not necessarily to an increase of consumer surplus (lower prices).
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Changes in regulation are also implied in by Silva et al. [77] on centrally dispatching
storage in the UK power system with 15 GW of wind installed in Scotland. The
optimisation function successfully minimised by the authors is the re-dispatch of power
stations however no concrete regulatory framework is proposed.

4.5 Direct financial support

Direct financial support summarises all revenues which come in addition to energy only
and reserve markets. These on top payments are motivated by the assumption that
storage benefits would not be remunerated by current power markets and thus at least
temporarily require some additional revenues. Two main mechanisms exist or are
proposed by literature.

e Feed-in tariffs or premiums paid on the energy produced by the storage

e (apacity payments

4.5.1 Feed-in premiums or tariffs

A detailed model for a storage feed in tariff is developed by Krajacic et al. 2011 [145]. It
is based on the accounting of green certificates that could be transferred from RES-E
generators to storage plants, taking efficiency losses into account. Electricity storages
would receive an annuity based on the capital costs of the installation plus a pass
through of the costs for buying RES-E. The assumed annual utilisation could be set in
order to incentivise the deployment of a predetermined storage capacity. The authors
propose payments stepwise decreasing with utilisation, i.e. different tariffs for the first
1750 full load hours, the subsequent 1000h and for any production beyond 2750 hours
of operation. The tariff should be guaranteed for 12 years and periodically adjusted for
inflation.

A similar approach is followed by Zafirakis et al. 2013 [146] who propose a system of
feed-in tariffs plus direct investment subsidies and apply this to the interconnected
Greek mainland system. Pumped hydro or CAES power plants would be committed to
providing power during peak hours thus reducing the need for peak power plants. The
storage would charge with RES-E during off-peak hours as much as this is possible
(aiming at 70% on an energy basis) and with base-load power if no RES-E is available. A
tariff is derived taking into account savings from peak power stations, taxes and
avoided costs for carbon allowances. Feed-in-tariffs of 90 - 180 €/MWh would be
required depending on the level of direct subsidies and the storage configuration.

Rious [147] proposes a support scheme for the particular case of French isolated power
systems (“The market design of the French island power systems is very different from the
perfect market design. EDF is the vertically integrated utility for these systems”). As there
is no market, the only remaining option seems to consist of feed-in tariffs for mature
batteries technologies, with time differentiation (so as to discharge during peaking
times, and charge at night or during the day.

4.5.2 Capacity markets

Capacity payments to a generating unit independently of utilisation have been
introduced in several markets including EU Member States as a means to promote
investments in peak power capacity (EURELCTRIC 2011 [148]). Capacity markets have
been introduced by several US ISOs and constitute significant storage value drivers in
the studies of EPRI [38], SANDIA [45] and Sioshansi 2011 [5]. In a previous paper [13]
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however, the author questions the long term stability of capacity payments. Some
markets differentiate capacity payments to the location of a plant. Such very high local
capacity payments are a driver for profitability in the study on the deployment of
batteries in New York City by Walawalkar [22]. In Europe, the creation of capacity
markets does not seem to have provided much support to investors. Where capacity
payments already exist e.g. in Spain, the impact on the business case is rather limited
due to their relatively low revenue stream as described by Rangoni [96].

The European Commission reiterated their concerns about the introduction of capacity
markets in the latest communication on Energy [90] but - as such mechanisms are in
place in several EU member states and under discussion in a number of others -
launched a public consultation. The stakeholder reaction was mixed with generators to
be found both on the "pro" and on the "con" side. The joint EASE/EERA report proposes
that "potential future capacity markets/payments must be shaped in such a way that
without discrimination every energy storage technology should be eligible to
participate” [127]. But despite being a potential source of peak power, storage does not
play a prominent role in the bulk of the positions submitted to the European
Commission. Common themes to be found are:

e Atthe currentlevel of power prices, there is no business case for storage
e There is a lack of incentives for developing storage or smart grid solutions

e Storage should compete on a "level playing field" with other technologies such as
flexible generation and demand response

e The market design should allow a better integration of RES-E through price
signals that might also trigger the development of storage

In addition, some stakeholders claim that

e The technologies competing with storage do not provide a solution in case of an
excess of renewables

e There may be the need for new generation capacity or large scale storage that
provides sufficient ramping capabilities

e Storage might play a role for concentrating solar power plants
¢ Sufficient transmission capacity is needed to connect storages
e Storage should not be owned by TSOs

Few studies address the impact of capacity payments (for storage) on power generation
investment planning. Griinewald [2] models the impact of a capacity market on storage
profitability in the UK - his conclusion is that “a capacity mechanism, which was seen by
many as a 'storage favourable' instrument is not necessarily a panacea [...]. Short storage
tended to fare better [..]. Longer storage durations did not benefit from the capacity
mechanisms as simulated here”. One option would be to consider currently unaccounted
services (as described in Chapter 3 of this report) in a capacity payment. Schmitz et al.
[149] perform case studies for storage investments on three power systems (P]JM,
Ireland and Spain) with existing capacity markets. The authors conclusions for the
design of capacity markets is (i) to provide long term stability for capital intensive
investments, (ii) to define technology specific criteria for the availability of storage
plants and (iii) to avoid the exclusion of storage projects located just outside the border
of a market zone (as could often be the case in Europe).
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5 Conclusion

The chapter concludes on the three main chapters of this report. First recommendations
and perspectives for further research are formulated for each of the respective fields
(methodology, profitability and regulation). Some of the recommendations are related
to more than one field (possibly even to all three fields of interest), e.g. if a
methodological improvement could be used to improve the profitability assessment of a
power storage under new regulatory boundary conditions. The recommendations do
not aim at providing a comprehensive roadmap of future economic storage assessment
activities. Rather, they should be regarded as a basis for discussions.

5.1 Methodology and models

5.1.1 State of the art

Power system modelling is a vast and complex field. Terms are not used in a unified
way, and the communication between pure mathematicians/modellers and electricity
storage experts less familiar with the mathematics can be difficult. This communication
however is important, and the development of good and useful models depends on it.

From an application point of view, two broad categories of models can be distinguished:
Engineering models and System models.

Engineering models aim at assessing the value of an investment without modelling all
the system, and mainly with price data. The results of these models thus depend on the
market design and regulatory structure of each market. A vast number of these models
are introduced in literature, and authors often give fewer insights on their models
applicability than on the solving techniques used. The usefulness of some of these
studies for utility investors or policy makers is thus not always a given.

The interest in these models results from the possibility to estimate possible earnings of
a private actor, with imperfect knowledge of the future (markets, demand, etc.). These
models also require less input data than the system models described in the next
chapter. They can be a first step in a research effort, to assess the need for a system
modelling approach.

The results obtained by engineering models are limited by their system boundaries, i.e.
the effect of storage on e.g. fuel costs of a generation portfolio cannot be evaluated with
this approach. System models on the other hand aim at representing the effect of storage
on the entire energy supply system (or parts of it), and calculate its value in terms of
total cost savings. These models are less dependent on a market regulatory framework
but are generally complex, and require many data and assumptions. The development
of these models is therefore generally more structured than in the case of engineering
models. Their challenge is to adequately represent the energy (or the electricity) supply
system, taking into account constraints linked both with generation and networks. In
practice, system models can fall short of representing storage in sufficient detail for
reproducing a realistic dispatch of storage units.

Significant research on system models is currently pursued by all actors. TSOs and
utilities that have used these kinds of models for some years need to improve the
representation of storage for their respective investment planning. Academics that
study very ambitious renewable energy scenarios increasingly need to adequately
represent storage in their models.
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5.1.2 Recommendations

So far, few system models try to represent the entire electrical system, from
distribution to generation planning. One important question modellers should ask
themselves is if future modelling developments should focus on elaborating integrated
system models, needing very high amounts of data, calculation capacities and very
experienced users with a very broad knowledge of all the segments of the electrical
sector, or if different families of system models should be used separately and
coherently (market models, transmission network models, distribution models), in a
more Cartesian way (as solving small problems is often easier than solving a unique but
big one). Furthermore, as High Performance Calculation expands rapidly, researchers
might be tempted to increase the models complexity, or the number of scenarios
simulated. The interest of doing so should be carefully assessed (doubling calculation
time for a 5 % increase in accuracy might not always be needed). Some of the simplified
approaches introduced here are good examples of how models requiring relatively little
data and calculation time allow performing interesting analyses.

Improve the modelling of reserve margins and power

Both power market arbitrage and power reserve (thus two very important sources of
revenues for storage) strongly depend on costs of supplying electricity when system
margins get “tight”. Units setting prices on the power marker could also be highly
relevant for providing reserve. The way security margins and reserves are modelled in
system models thus impacts the storage valuation. This becomes of particular
importance in scenarios with high shares of intermittent RES-E, for which traditional
methodologies for the estimation of reserve margins yet need to be validated. More
studies are needed to understand the future needs for reserves, and the impact on
storage.

Create simplified tools for generating price tracks

Arbitrage is the most studied service, and a number of authors created engineering
models allowing studying it with historical prices. However, tomorrow’s prices might be
very different from today’s, particularly with the introduction of more RES-E in the
system. Yet, system studies to generate adequate price tracks require a significant
amount of input data and careful usage by modellers, in particular with respect to
reserve margins and price formation. One alternative approach to system models would
be to further adapt financial market models (such as used by Yucekawa [102] and Keles
et al. [32]) as these are able to quickly generate representative price tracksss.

Assess storage in the transmission grid with simplified models

Some studies are based on simplified representations of transmission grids (e.g. Silva et
al. 2008 [77], dena grid 2010 [49]). The advantage clearly lies on avoiding data
intensive and time-consuming OPF calculations, yet the validity of the results strongly
depends on the calibration of the simplified approaches with more complex OPF
models. It would be highly beneficial to better understand the range of applicability of
simplified models.

63 It would be beneficial, if these models (i.e. their underlying stochastic processes) could be adapted so that price
tracks could be generated for power systems with a very different cost structure or for different commodity (gas,
coal, CO2) prices.
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Better understand the role of storage for distribution grids

The role of storage for specific applications in distribution grids was not the main
concern of this review. However, several system studies as well as the storage valuation
studies by SANDIA [45] and EPRI [38] identified significant storage value in the
distribution grid, but also very large variations in the numbers. It would be important to
improve the understanding of the “system value” of distributed storage. Approaches
such as used by Strabc et al. [51] and in dena 2012 dist [59] could be further validated
and applied to new geographical regions.

5.2 Storage Profitability

5.2.1 State of the art

Except for a few examples, the engineering studies reviewed assess the deployment of
Pumped Hydro Storage (PHS) or Compressed Air Energy Storage (CAES). The
profitability of these technologies shows a bandwidth of about one order of magnitude
between the different studies. Some tendencies can however be identified.

e It seems unlikely for storage invests to break even on arbitrage alone.

e Reserve markets are an attractive value pool that may prove essential for the
profitability of storage.

e The results obtained by different authors are very sensitive on the data used,
resulting from a constantly changing commodity environments+. Therefore it
seems surprising that many studies rely only on a few years of input data.

e The application of financial models allows for the assessment storage within
possible future commodity scenarios instead of historical price tracks.

e Assessing storage cross value chain with engineering methods is sensitive on
many ad hoc assumptions that might distort the results obtained.

e The engineering study approach usually does not identify the value of storage for
a utility's generation portfolioss.

e Also, despite the huge impact as e.g. described in dena PHS 2008 [27], little
attention is paid to grid fees.

There is no general agreement between system studies on the value of electricity storage
across the value chain. The results range between a very high system value and negative
values. The latter situation arises if storage is triggering the need for more investments
in other assets e.g. new grid assets. This wide bandwidth of results can be expected
given the very different study motivations, assumptions and modelling details.
However, all studies agree at least on the following:

e The lion's share of storage value is found in the generation segment. All studies
find a positive value with respect to variable costs of generation.

64 Fertig et al. [104] show how using price data from only one exceptional year (2008 data from ERCOT) would
suggest investments in otherwise unprofitable assets.

65 With the exception of He 2011 [4] who quantifies this effect
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e Negative generation values are only found for investment costs (CAPEX) and in
the case of massive deployment of hydrogen storage. This is a direct
consequence of this technology's currently low round trip efficiency.

e The value (system costs diminution) for the generation segment is indeed higher
than the arbitrage profits identifiable with the engineering study approach.

e In the transport and distribution sectors, positive value can be found if
investments in grid can be deferred or avoided by the deployment of storage.

e However, storage deployment can also have a negative value for the grid if
additional infrastructure investments are needed to integrate the storage.

As shown in Table 3 and discussed above, the scope of system studies varies
significantly and as a result, a number of gaps emerge. Some issues have so far been
only superficially addressed and could be a matter for future studies.

e For Europe, no comprehensive cross value chain study on storage economics
could be identified. EU wide system studies (e.g. EWI 2012 [150]) do not address
storage in sufficient detail. First approaches are only found in studies on 100%
RES-E systems such as by Steinke et al. [118], Rasmussen et al. [116].

e In particular, the effect of storage on the grid is not studied systematically on a
wider geographical scale.

e The US RES-E integration studies by PNNL [25] and GE [115] only quantify a
limited number of storage value pools. Most value drivers identified by the EPRI
[38] and SANDIA [45] cross value chain studies are not verified by a system
approach. In particular, no comprehensive system study quantifies the
transmission related value pools that would result from nodal pricing.

e Hydrogen storage is modelled as a storage technology only. The possibility to
transport energy using hydrogen as an alternative to the power grid (the so
called "power to gas" concept) is not assessed.

5.2.2 Recommendations

More systematic studies on services mutualisation for storage

There is a need for studies assessing the cumulated value of storage in a systematic way.
This would require a comprehensive derivation of possible "mutualised” storage usage
instead of currently often used ad hoc assumptions. The work proposed by Delille [46]
for distribution applications, with matrices allowing to systematically listing the
compatible services, could be extended with the quantification of those benefits.
Assessing the value of mutualised storage would also be an important input to the on-
going discussion on possible models for storage ownership.

More engineering studies on the impact of techno-economic parameters

The storage business case is strongly affected by technological parameters (e.g. CAPEX,
round trip efficiencies). Yet, for less mature technologies (batteries, hydrogen), those
parameters are still evolving. An in depth understanding of the economic consequences
of achievable technological benefits would be very helpful for road mapping exercises
and RD&D policy advice. In particular, the following questions seem worth studying in
more detail.
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e The degree to which learning effects could drive down CAPEX and ultimately
drive storage investments.

e The necessary improvements in round trip efficiency (or the efficiencies of
the individual components) for making hydrogen storage an economic
technology for seasonal storage of electricity.

e The impact of techno-economic parameters on the competitive advantages of
CAES vs ACAES in a number of possible commodity price scenarios (e.g.
would cheap shale gas shift a decision to CAES, expensive gas to ACAES?).

Complement current system studies with "out of the box" scenarios

As described above, some recent system studies (such as the dena ii grid study [49],
Strbac et al. 2012 [51], VDE 2012) have made an attempt at understanding the
interactions between storage and the transport grid. Yet in all of these studies some key
assumptions are defined by current regulatory practice or market realities while it
would be interesting to look beyond such limitations. In particular:

e Repeat the dena ii grid study [49] scenarios with massive storage addition
(or construct similar scenarios) but with alternative market designs such as
(i) nodal pricing scheme like in the US, (ii) smaller bidding zones, (iii) some
"central” form of storage dispatch, e.g. by the power market. It would be
interesting to compare the value of storage under such alternative market
designs with the result found in dena ii, i.e. a complete failure to provide any
value.

e Repeat the VDE 2012 [56] study assessment on long term hydrogen storage
by also allowing the geographical transport of energy in the form of
hydrogen. This would allow assessing the benefits of such power to gas
concepts for the transport of energy over geographical distances in the
absence of or as an alternative to power lines.

e Perform the above described studies in a more European context (e.g.
including all major North Sea countries).

5.3 Storage Regulation

5.3.1 State of the art

Regulation is key to the profitability of electricity storage operating in deregulated
markets. As a result, the literature on this issue often originates from stakeholders or is
at least influenced by stakeholder debates. The issues falling under the term
"regulation” can be roughly divided into categories: (i) (technical) rules, (ii) market
design, (iii) aspects of ownership unbundling, (iv) instruments providing direct
financial support.

Grid fees have been identified as an obstacle to storage development and, given the
diverging rules in different Member States, also as a potential threat to a level playing
field. Environmental regulation and public acceptance may constitute a further barrier
for storage deployment. These issues are regularly published forward by stakeholders.
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The market integration of RES-E can be decisive about the prospects of electricity
storage as this can strongly affect all value streams for storage, i.e. power prices, reserve
market prices and needs. Yet, only a limited number of publications specifically address
the implications of possible future RES-E market models for the profitability of storage.
Also, none of the system studies reviewed in Chapter 3.3 of this report study the impact
of different RES_E market mechanisms on storage valuation. More work would be
required to better understand the robustness of electricity storage valuation studies
with regard to market changes.

In Europe, a debate can be observed between the power generators (represented by
EURELECTRIC) and some TSOs on the right of ownership. While some TSOs propose
allowing ownership of storage and suggest the operation under regulated regimes,
power generators strongly reject such ideas. No comprehensive study could yet be
identified which quantifies the consequences of "storage re-regulation” for the
European power markets.

Storage (as well as demand response management) also appears in the on-going
discussion on whether European power systems need capacity markets. While some
studies take capacity payments into account (in particular in the US, where such
markets exist), little research exists regarding the long term outlook of such revenue
streams and the impact on investment planning for power generation.

5.3.2 Recommendations

Study the impact of market designs for RES-E integration in more detail

There is a need to understand the quantitative of RES-E market integration on power
prices as investigated by e.g. Nicolosi [120]. It would be highly beneficial to extend these
studies to further markets and scenarios. Two questions are of particular interest.

e How would different RES-E market integration options (premium vs feed-in
tariff) affect the deployment of storage? Also, if in the long term subsidies for
RES-E can be phased out, it would be interesting to study the effect on storage
investments during a transitory period from subsidised to non-subsidised
regimes.

e If an obligation was put on RES-E to provide the system services (mainly
balancing) needed for their integration, would this lead to a deployment of
storage and if yes, to what degree? How would storage share the market for such
services with RES-E enabled to provide these?

Study the impact of capacity mechanisms on storage deployment

As this market mechanism can both directly and indirectly impact the storage business
case, it should be subject of dedicated studies. It would be important to understand the
net benefit of capacity payments if (i) storage directly profits from these but (ii) these
ensure a higher system margin leading to lower peak power prices.
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Appendix

More than 250 articles/studies were analysed, of which a bit less than 200 had a strong
focus on storage.

Studies within the European context have been the focus of a particular attention.
However, “generic” or wide world studies (technologies roadmaps, use cases not
depending on a specific regulation, etc.) have also been included under the category
“world”. Some studies about other countries can also be found - in particular, the wider
regulatory variety of the different US electricity markets makes these worth studying.
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Figure A 1: Studies by geography

The analysis focuses on studies published during the last 10 years, i.e. not before 2003
unless a publication is considered a key reference by an important recent publication.
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Figure A 2: Studies by year of publication
Publications from three categories of authors were considered:
e Academic institutions
e Consultants (often working on behalf of governments or industry)
e Industry players or organisations

The most prolific authors belong to the academic world.
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Figure A 3: Studies by type of author

The publications were sorted according to the electricity value chain steps considered
in the analysis according to the following scheme: Generation, Wholesale and trading,
Transport, Retail sales, Distribution, End use applications.

For further analysis, only publications addressing the generation, wholesale & trading
and transport sectors or combinations of these are considered.

THEME GEN. TRADING TRANS. RETAIL DISTRIB. END

Drivers&Barriers 6 3 3 8 4 5
Hybrid PS 28 15 5 32 2 1
Mutualisation 9 7 6 12 5 0
Need for storage 15 10 12 19 6 5
Roadmap 7 6 5 9 5 5]
Storage& EM 43 32 23 72 12 12
Techno 5 3 2 25 3 3
Use Case 9 3 3 10 0 0
Total général 148 81 54 28 36 31

Some typical subjects or case studies could be identified after the initial screening of the
studies.
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